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From the Editor

Dear Members,

In this our final issue of Volume 6, we are fortunate 
to publish an excellent variety of scholarship that ad-
dresses some of the most salient issues in our discipline. 
For example, in a manuscript that tackles the issue of 
false confessions, “Attitudes Toward Coerced Confes-
sions: Psychometric Properties of New and Existing 
Measures in Jury Pool Samples,” Drs. Clark, Boccacci-
ni, and Turner describe their findings from three studies 
they conducted designed to examine the extent to which 
jurors vary in their willingness to question the validity 
of confession evidence. In Study 1, they examined the 
internal consistency and factor structure of the Confes-
sion Attitude Scale (CAS) in a large sample of real world 
jury pool members. The CAS is an 18-item self-report 
measure designed to determine how respondents view 
the nature of police interrogations and confessions by 
suspects. The CAS was published in a compendium of 
legal attitude measures but has not been examined in 
published research. In Studies 2 and 3, they developed 
and examined the psychometric properties of a new At-
titudes Toward Coerced Confessions (ATCC) scale de-
signed to address shortcomings of the CAS. The ATCC 
was constructed to measure two types of attitudes that 
could be associated with how people view confession 
evidence: a) support for the idea that defendants can 
be pressured into making false confessions, and b) sup-
port for coercive interrogation techniques. Interestingly, 
they found that although the CAS performed poorly, the 
ATCC showed potential as a brief measure of attitudes 
concerning coerced-compliant confessions. 

In “An Exploratory Analysis of Guns and Violent 
Crime in a Cross-National Sample of Cities,” Dr. Al-
theimer examines the relationship between gun avail-
ability and crime in a cross-national sample of cities. 
Altheimer utilizes data sets from the International Crime 
Victimization Survey to examine three competing hy-
potheses: hypothesis one suggests that increasing gun 
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availability increases crime; hypothesis two suggests that increasing gun availability re-
duces crime; hypothesis three suggests that increasing gun availability does not influence 
crime. The findings suggest that increasing city levels of gun availability in this cross-
national sample of cities increases the likelihood that violent crimes are committed and 
that guns are involved in these crimes. Interestingly, these findings do not suggest that 
increasing gun availability reduces crime.

In “Elder Homicide in Urban America: An Exploratory Analysis of Chicago, Hous-
ton, and Miami,” Titterington and Reyes examine eldercides in three heavily-populated 
cities between the years 1985-1994 to distinguish unique characteristics of lethal violence 
against persons age 65 or older. Their research demonstrates that, when compared to 
younger victims, older victims are significantly more likely to be female, to be killed by 
family members, and to be killed in the course of a robbery or other felony. Interestingly, 
their analysis also revealed significant differences among the three cities in victim-of-
fender relationships, motivations, and methods for eldercide, as well as large differences 
in sex- and race/ethnicity-specific eldercide rates.

In “Facilitating Organizational Culture: New Chief Old Value Systems,” Dr. Thomas 
depicts the challenges facing a new chief by providing a case study of a new chief who 
took office in May 2008 and the challenges he faced while attempting to introduce new 
values and a new culture to an old organization. The analysis of this case study reveals 
that in order for this chief to be successful he must become a master of history, under-
standing agency politics, community perceptions, and the prevailing power structures.

Finally, in “Perceptions of Risk, Need, and Supervision Difficulty in the Community 
Corrections Setting,” Dr. Gould illustrates how criticisms of ineffectiveness over the past 
few decades have prompted probation agencies to increase their use of objective case 
classification systems. However, most correctional agencies still utilize the same risk as-
sessment instrument for both male and female offenders with the assumption that these 
tools perform an adequate job of assessing risks for both populations. Gould asserts that a 
gender responsive approach should be applied in corrections that involve the recognition 
that there are meaningful differences between male and female offenders.

I trust that our membership will find this edition of the Journal an important and pro-
vocative addition to the field.

Regards,

 
Roger Enriquez, J.D.
Editor, Southwest Journal of Criminal Justice
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Sam Houston State University
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Sam Houston State University

Abstract
We conducted three studies to examine the extent to which jury pool members varied 
in their willingness to question the validity of confession evidence and whether these 
attitudes were associated with how they viewed descriptions of confessions from real 
cases. Study 1 revealed poor psychometric properties for the Confession Attitude Scale 
(Wrightsman & Engelbrecht, 2004), an existing attitude measure. Studies 2 and 3 de-
scribe the development of the Attitudes Toward Coerced Confessions (ATCC) scale, 
a brief measure designed to assess two types of attitudes: a) support for the idea that 
defendants can be pressured into making false confessions, and b) support for coercive 
interrogation techniques. Both types of attitudes were associated with perceptions of 
defendant guilt and fairness of law enforcement interrogation practices in two recanted 
confession cases.

Key Words: coercion, false confession, interrogation practices, wrong-
ful conviction

Introduction

A confession of guilt from a criminal defendant is one of the most compelling pieces of 
evidence that the prosecution can use to argue for a conviction. Indeed, Kassin and Neumann 
(1997) presented mock jurors with criminal case trial summaries in which the main evidence 
against the defendant was either a confession (later retracted), eyewitness identification, or 
character evidence. Defendants who had confessed and recanted were more likely to be seen as 
guilty than those for whom there was eyewitness evidence or character evidence. Even jurors 
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who are told that a confession has been coerced and are instructed by the court to disregard the 
confession evidence are still likely to see the defendant as guilty (Kassin & Sukel, 1997). The 
power of confession evidence for ensuring guilty verdicts can also be seen in studies of wrongful 
convictions. A 2003 review of 42 wrongful murder convictions in Illinois found that a confes-
sion from the defendant was used as evidence in 14 cases, and a confession from a co-defendant 
(implicating the defendant) was used in an additional 11 cases (Warden, 2003). Thus, 25 of the 
42 cases (59%) used a confession as evidence against a defendant who was later determined to 
be innocent. Other research has shown that the conviction rate at trial for defendants who recant 
their confessions ranges from 73% to 81% (Drizin & Leo, 2004; Leo & Ofshe, 1998). 

Although many confessions come from guilty defendants, innocent defendants do confess. 
Defendants who falsely confess must convince either a judge or jury that their confessions were 
false. Together, findings from mock jury research and wrongful conviction cases suggest that 
both mock jurors and real jurors usually see a confession as a sure sign of guilt, even when the 
confession is not true. The purpose of the current study was to determine whether potential ju-
rors vary in their willingness to question the validity of confession evidence and whether these 
attitudes are associated with how they view descriptions of confessions from real cases. 

Researchers have found that individual difference measures such as need for cognition and 
attributional complexity can be small, but statistically significant predictors of mock jurors’ per-
ceptions of defendant guilt in confession cases (Lassiter, Munhall, Berger, Weiland, Handley, & 
Geers, 2005; Lassiter, Slaw, Briggs, & Scanlan, 1992). However, attitudes toward specific legal 
issues, such as the insanity defense or death penalty, tend to be stronger and more consistent 
predictors of mock jurors’ decisions than general individual difference measures (see Cutler, 
Moran, & Narby, 1992; Devine, Clayton, Dunford, Seying, & Pryce, 2001; Greene et al., 2002; 
Nietzel, McCarthy, & Kern, 1999; Robbennolt, Groscup, & Penrod, 2006). Given the power of 
confession evidence on jurors’ decisions, accounting for even a small amount of variance in their 
decisions through the use of a confessions attitude measure may be a worthwhile goal. 

This article describes findings from three studies designed to examine the extent to which 
jurors vary in their willingness to question the validity of confession evidence. In Study 1, 
we examined the internal consistency and factor structure of the Confession Attitude Scale 
(Wrightsman & Engelbrecht, 2004) in a large sample of real world jury pool members. The 
CAS is an 18-item self-report measure designed to “determine how respondents view the na-
ture of police interrogations and confessions by suspects” (p. 57). The CAS was published in 
a compendium of legal attitude measures (Wrightsman, Batson, & Edkins, 2004), but has not 
been examined in published research. In Studies 2 and 3, we developed and examined the psy-
chometric properties of a new Attitudes Toward Coerced Confessions (ATCC) scale designed 
to address shortcomings of the CAS. The ATCC was constructed to measure two types of at-
titudes that could be associated with how people view confession evidence: a) support for the 
idea that defendants can be pressured into making false confessions, and b) support for coer-
cive interrogation techniques. 

Study 1
Method: Study 1

Participants for Study 1 were 438 adults who reported for jury duty in a suburban county in 
a Southeastern state (Mean age = 42.0, SD = 13.6). All participants completed the CAS, which 
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asks participants to rate their degree of agreement (1 = strongly disagree, 5 = strongly agree) 
with 18 statements (eight are reverse scored) concerning circumstances under which confessions 
may be more or less likely to be valid (Wrightsman & Engelbrecht, 2004). Sample CAS state-
ments include “Innocent people do not confess to crimes” and “A confession has to be extremely 
consistent with other evidence to be considered valid.” The CAS was completed (no omitted 
items) by 423 of the 438 participants. Slightly more than half of the sample was female (n = 236, 
55.8%), and most identified themselves as Caucasian/White (n = 244, 57.7%) or African Ameri-
can/Black (n = 174, 41.1%). Many participants reported their highest level of education as hav-
ing a high school degree or equivalent (n = 131, 30.8%), while others reported having attended 
some college with no degree (n = 157, 36.9%), earning a college degree (n = 121, 28.5%), or no 
high school degree (n = 10, 2.4%). Six participants did not report their level of education. 

Results and Discussion: Study 1
The internal consistency of the CAS was unacceptably low (Cronbach’s α = .40). Three 

items had negative corrected item-total correlations; each of these items was a reverse-scored 
item (items 7, 11, 17). We conducted a series of principal components analyses to determine 
whether the low internal consistency value might be a product of the scale providing a mul-
tidimensional measure of confession attitudes. Principal components analysis with varimax 
rotation identified six factors, with the strongest factor containing only five items with loadings 
greater than .40 (three items with positive loadings, two with negative loadings). Given that the 
CAS authors did not provide any information about potential CAS factors, we used an eigen-
values greater than 1.00 criterion to identify potential factors. The scree plot showed a sharp 
decline after the first factor, and a gradually negative slope for the remaining factors. When 
the number of components was constrained to one in the analysis, only six items had loadings 
greater than .40 on the single factor (items 2, 4, 10, 11, 13, 18). The internal consistency for a 
scale based on these six items was only .55. Together, these findings suggest that the CAS did 
not have a meaningful factor structure or contain a subset of items that provided an internally 
consistent measure in our sample of jury pool members.

Next, we examined intercorrelations between the 18 CAS items to further explore whether 
the poor internal consistency and principal components analysis findings for the CAS may 
have been attributable to only a small subset of poor items being included on the measure. The 
average correlation between the 18 CAS items was .04, with a range of -.25 to .36. Only 11 of 
the 153 correlations were greater than .20, suggesting that the poor factor structure and internal 
consistency were due to an overall pattern of minimal covariance between the items. 

The poor psychometric properties of the CAS in our sample of more than 400 jury pool 
members suggests that the CAS is likely not a psychometrically sound measure of attitudes 
toward confessions. Although it is possible for scales with low levels of internal consistency 
to demonstrate predictive validity (e.g., measures with effect indicators as items), scales with 
high levels of internal consistency are more likely than those with low internal consistency to 
be useful for making real world predictions. 

Study 2
Given the poor performance of the CAS in Study 1, we sought to develop a new measure 

of attitudes toward confessions: the Attitudes Toward Coerced Confessions scale (ATCC). We 
designed the new 5-point scale to measure attitudes that might predict juror decisions in cases 
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involving coerced-compliant confessions. Coerced-compliant confessions occur when suspects 
know they are innocent, but confess to stop the interrogation or gain a concession or reward 
(Kassin, 1997; Kassin & Wrightsman, 1985). For example, an innocent suspect may confess as 
part of a plea bargain if the police appear to have other strong evidence suggesting guilt (e.g., 
an eyewitness identification). Although truly innocent suspects can come to believe that they 
are guilty of crimes they did not commit (coerced-internalized confessions), it seems likely that 
most cases that would come to a jury would involve coerced-compliant confessions. Indeed, 
the defendant would need to recant the confession for its validity to become an issue at trial. 

We designed the ATCC scale to measure two types of attitudes that might predict opinions 
about potentially coerced confessions. First, some people may be more willing than others to 
believe that innocent people can be pressured into confessing. Kassin and Gudjonsson (2004) 
and Kassin (2005) have argued that one reason why confession evidence is so compelling in 
the courtroom is because jurors underestimate the influence of situational factors on suspects’ 
behavior (i.e., jurors make the fundamental attribution error). If potential jurors do vary in their 
openness to the idea that innocent people can be pressured into confessing, this variability may 
be associated with their decisions in recanted confession cases. We designed the ATCC Coerced 
Confession subscale to measure these attitudes (see Table 1, next page). Coerced Confession 
items ask participants to rate their degree of agreement (1 = Strongly disagree, 5 = Strongly 
agree) with statements such as: “I can see how people might confess to crimes they did not 
commit if it saved them from being charged with more serious crimes.” 

The second set of attitudes that might predict jurors’ decisions in recanted confession 
cases is their beliefs about the appropriateness of coercive interrogation practices. Jurors who 
believe that interrogations should be stressful and that police need to have broad discretion 
in the methods they use during interrogations probably believe that these tactics have little 
impact on truly innocent suspects. We designed the ATCC Coercive Interrogation subscale 
to measure these attitudes (see Table 1). Coercive Interrogation items ask participants to rate 
their degree of agreement (1 = Strongly disagree, 5 = Strongly agree) with statements such as: 
“It is OK for police officers to lie to people during interrogations because their lies would not 
make innocent people confess.” 

We designed the ATCC to be relatively brief to increase its potential utility in trial settings, 
where there is often limited space on jury questionnaires (when allowed) or a desire to avoid re-
dundant questioning during the jury selection process (voir dire). The ATCC measure examined 
in Study 2 contained only 12 items. Brief scales require strong item performance characteristics 
to achieve adequate levels of internal consistency. Study 2 focused on item performance and 
internal consistency for the ATCC subscales in a new sample of jury pool members. 

Method: Study 2
Participants for Study 2 were 116 jury pool members (Mean age = 39.8 years, SD = 12.6) 

from the same county that was sampled for Study 1. Slightly more than half of the sample was 
female (n = 65, 56.0%), and most identified themselves as Caucasian/White (n = 76, 65.5%) or 
African American/Black (n = 38, 32.8%). All 116 participants completed the ATCC. 
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Table 1. Attitudes Toward Coerced Confessions (ATCC) 
Items Used in Studies 2 and 3

Study 2 (N = 116) Study 3 (N = 292)
Coercive Interrogation items Coercive Interrogation items
1. Police often have to use lies and deception in 
order to get a guilty person to confess.

1. Police officers should be allowed to do what-
ever it takes to get criminal suspects to confess.

2. Being questioned by the police is stressful, 
even for people who have not done anything 
wrong.

2. Police officers should try to make interroga-
tions uncomfortable for criminal suspects.

3. It is OK for police officers to lie to people 
during interrogations because their lies would not 
make innocent people confess. 

3. It is OK for a police officers to lie to a suspect 
during an interrogation because a truly innocent 
person would not be influenced by the officer’s 
lie. 

5. The police have a duty to make people uncom-
fortable during interrogations.

5. Police officers should try to make interroga-
tions stressful for suspects. 

10. Guilty people will not confess to crimes un-
less they are pressured to do so by the police.

*10. Police officers should be friendly to sus-
pects during interrogations. 

Coerced Confession items Coerced Confession items
4. An innocent person could be pressured by the 
police into confessing to a crime he did not com-
mit. 

4. An innocent person could be pressured by 
the police into confessing to a crime he did not 
commit. 

6. I can see how people might confess to crimes 
they did not commit if it saved them from being 
charged with much more serious crimes.

6. I can see how people might confess to crimes 
they did not commit if it saved them from being 
charged with much more serious crimes.

*7. A truly innocent person would never confess 
to a crime he or she did not commit. 

7. I can see how people might confess to crimes 
they did not commit if they were threatened by 
the police.

8. I can see how people might decide to confess to 
crimes they did not commit if a great deal of other 
evidence suggested they were guilty.

8. I can see how people might decide to confess 
to crimes they did not commit if a great deal of 
other evidence suggested they were guilty.

9. Sometimes, people will confess to anything in 
order to stop a stressful interrogation.

9. Sometimes, people will confess to anything in 
order to stop a stressful interrogation.

*11. An innocent person will not confess, no mat-
ter what the police do to try to get a confession. 

*11. An innocent person will not confess, no 
matter what the police do to try to get a confes-
sion. 

*12. A confession given after many hours of inter-
rogation is just as accurate as a confession made 
without any interrogation questioning at all. 

*12. A confession given after many hours of 
interrogation is just as accurate as a confession 
made without any interrogation questioning at 
all. 

Note. Items in bold were retained for the final ATCC subscales. Items with an asterisk (*) are 
reverse-scored items.
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Results and Discussion: Study 2
Internal consistency for the seven-item Coerced Confession subscale was acceptable (α = 

.72). Item 7 (Table 1) had a low corrected item-total correlation (r < .20). Removing this item 
led to a small increase in internal consistency (α =.73). Internal consistency for the five-item 
Coercive Interrogation subscale was poor (α = .40). The average inter-item correlation for this 
scale was .12. Although all of the correlations were positive, none of the items were strongly 
correlated. The largest correlation between a pair of items was .24.

The low level of internal consistency for the Coercive Interrogation subscale suggested 
the need for revision. Although the Coerced Confession subscale showed adequate internal 
consistency, one item performed poorly, suggesting that revising this item might improve the 
subscale’s internal consistency.

Study 3
For Study 3, we revised the ATCC scale by revising one item on the Coerced Confession 

subscale and rewriting all of the Coercive Interrogation items (see Table 1). Study 3 also sought 
to examine the construct validity of the ATCC in three ways. First, all participants completed 
the Juror Bias Scale (Kassin & Wrightsman, 1983) as a measure of convergent validity. The JBS 
is a 17-item self-report measure of jurors’ predispositions toward viewing criminal defendants 
as guilty or innocent. High scores indicate pro-prosecution attitudes. The JBS is one of the 
most well-studied measures of juror attitudes, with several studies showing small to moderate 
sized statistically significant associations between high JBS scores (i.e., pro-prosecution) and 
perceptions of defendant guilt (Chapdelaine & Griffin, 1997; Dexter, Cutler, & Moran, 1992; 
Kassin & Garfield, 1991; Kassin & Wrightsman, 1983; Myers & Lecci, 1998; Tang & Nunez, 
2003; Weir & Wrightsman, 1990). We expected that pro-prosecution attitudes, as measured by 
the JBS, would be associated with support for coercive interrogation practices and low levels 
of support for the idea that defendants can be pressured into falsely confessing.

Second, we asked jury pool members a series of questions about the characteristics of de-
fendants who may be at risk for confessing to crimes they did not commit. These traits included 
being a juvenile, having a low level of education, and being poor. We expected that participants 
who tended to support the idea that defendants can be pressured into falsely confessing would 
see these defendant characteristics as being associated with a high likelihood of falsely con-
fessing. We expected that support for coercive interrogation practices would be associated with 
a low likelihood of seeing the characteristics as associated with falsely confessing.

Finally, participants were asked to read two case summaries involving recanted confes-
sions. The case summaries were based on actual wrongful conviction cases involving recanted 
confessions that are described on the Innocence Project website (www.innocenceproject.org). 
The Innocence Project is a litigation and public policy organization dedicated to exonerat-
ing wrongfully convicted people (www.innocenceproject.org). As of October 2007, there were 
more than 200 defendant profiles on the website, more than 40 of which involved a false con-
fession. We expected moderate sized positive correlations (r = .20 to .40) between support for 
coercive interrogation practices and perceptions of the defendants’ guilt in the two cases, and 
negative correlations between support for the idea that someone might falsely confess and per-
ceptions of the defendants’ guilt. 
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Method: Study 3
Participants. Participants for Study 3 were 292 jury pool members (Mean age = 39.8 

years, SD = 12.6) from the same county that was sampled for Studies 1 and 2. Slightly more 
than half of the sample was female (n = 159, 54.5%), and most identified themselves as 
Caucasian/White (n = 160, 54.8%) or African American/Black (n = 122, 41.8%). Many par-
ticipants reported their highest level of education as a college degree (n = 127, 43.5%), while 
others reported having attended some college with no degree (n = 103, 35.3%), having a high 
school degree or equivalent (n = 50, 17.1%), or no high school degree (n = 8, 2.7%). Four 
participants did not report their level of education. 

Juror Bias Scale (JBS). Scores on the 17 JBS items are summed to provide a total score, 
with higher scores indicating pro-prosecution attitudes. Although more than 10 published studies 
have used the JBS, the only published reliability values for the 17-item total score are a split-half 
reliability coefficient of .81 and a five-week test-retest correlation of .67 (Kassin & Wrightsman, 
1983). Kassin and Wrightsman (1983) separated the 17 JBS items into two subscales: Prob-
ability of Commission (PC, nine items) and Reasonable Doubt (RD, eight items). Probability 
of commission refers to the tendency to believe that defendants are guilty if they have been of-
ficially charged with a crime. Reasonable doubt refers to the “threshold of certainty” that a juror 
feels is necessary before rendering a judgment of guilt (Kassin & Wrightsman, 1983, p. 426). 
No researchers have reported reliability data for the original RD and PC subscales. Myers and 
Lecci (1998) and Lecci and Myers (2002) used confirmatory factor analysis in four samples to 
argue that the JBS should be divided into three subscales (Reasonable Doubt, Confidence, and 
Cynicism), but did not reported reliability coefficients for the subscales. The only study to have 
examined the reliability of the three Myers and Lecci (1998) subscales found poor internal con-
sistency for each subscale (α < .48 for all subscales; Watson, Ross, & Morris, 2003). 

With respect to validity, JBS total scores tend to be moderately associated with percep-
tions of defendant guilt (Chapdelaine & Griffin; 1997 Dexter et al., 1992) and related measures 
of legal attitudes, such as authoritarianism (Kassin & Wrightsman, 1983) and support for the 
death penalty (Watson et al., 2003). Support for the original RD and PC factor scores has been 
mixed, with some studies finding support for both subscales (Chapdelaine & Griffin, 1997), 
others for only one subscale (Kassin & Garfield, 1991), and others for no subscales (Weir & 
Wrightsman, 1990). Proponents of the three-factor model initially found relatively equivalent 
support for both factor models in predicting perceived guilt (Myers & Lecci, 1998), but later 
found stronger and more consistent associations with perceived guilt for the three-factor model 
subscales (Lecci & Myers, 2002).

In the current study, 276 of the 292 participants completed the JBS. Internal consistency for 
the 17-item total score was poor (α = .47). Three reverse-scored JBS items and one regularly 
scored item had negative item-total correlations with the total score. Although removing these 
four items led to a notable increase in internal consistency (α = .64), both total scores (17 item 
and 13 item) performed similarly in the main study analyses, and we opted to report effects for 
the 17-item total score to facilitate comparisons with published JBS research. Internal consis-
tency was also poor for the original JBS subscales (RD = .34, PC = .20) and the Myers and Lec-
ci (1998) three-factor model subscales (RD = .25, Cynicism = .25, Confidence = .52). Given the 
low levels of internal consistency for the subscales and the equivocal support for their use in 
published studies, we opted to use only the JBS total score in the main study analyses. 
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Characteristics of defendants at risk for false confessions. Participants were asked to 
indicate their level of agreement (1 = Strongly disagree, 5 = Strongly agree) with three state-
ments about the characteristics of defendants at risk for falsely confessing: a) A juvenile is 
more likely to confess to a crime he did not commit than an adult, b) Someone who is highly 
educated is less likely to confess to a crime he did not commit than a person who is less edu-
cated, and c) An individual who is poor is more likely to confess to a crime he did not commit 
than an individual who is wealthy. 

Recanted confession case descriptions. Each participant read two brief descriptions of 
cases in which a criminal defendant confessed to a crime, but later recanted his confession. 
The case summaries were based on actual wrongful conviction cases involving recanted con-
fessions that are described on the Innocence Project website (www.innocenceproject.org/). We 
selected two cases that involved coerced-compliant confessions and involved representative 
types of coercion reported in the false confession literature (lie about co-defendants confession, 
offer of leniency). In the first case, police lied to the defendant by telling him that two of his 
friends had confessed and identified the defendant as being involved. 

Case 1. Anthony Gray has been accused of murder and rape. The police told Anthony that 
two of his friends had confessed to the crimes and said that Anthony was involved. Anthony 
then confessed to both the murder and the rape. After Anthony confessed he found out that 
his friends had not confessed and that neither of them said anything to the police about 
Anthony being involved. Anthony now says that his confession was a lie and that he only 
confessed because he thought he would have no chance of being found innocent if his friends 
were saying that he was guilty. 

In the second case, the defendant was offered a plea bargain whereby he could avoid a 
capital trial and receive a life sentence by confessing. Although courts usually see direct offers 
of leniency as overly coercive and grounds for excluding a confession (Kassin, 1997), offering 
a lesser sentence for a guilty plea is common in the prosecution process and is often referred to 
as sentence bargaining. Leo and Ofshe (1998) found that 12% of false confessions that have led 
to wrongful conviction occurred when defendants confessed to avoid harsh punishment, “typi-
cally the death penalty” (p. 479). The actual defendant in this case apparently did not attempt to 
claim that his confession was coerced until after his conviction. Indeed, his attorney reportedly 
encouraged him to accept the plea offer and confess.

Case 2. Christopher Ochoa has been accused of the rape and murder of a Pizza Shop restaurant 
waitress. Christopher worked at the Pizza Shop with the victim. The murder happened after 
the restaurant was closed and the door to the restaurant was locked. The police believe that 
the murderer was an employee of the restaurant because he had to have a key to enter the 
building. There was also a piece of hair at the crime scene that matched Christopher’s hair. 
The police brought Christopher in for questioning and told him that they thought he was 
guilty. The police told Christopher that the state had agreed to give him a life sentence if 
he confessed, but that they would try to have him sentenced to death if he did not confess. 
Christopher confessed to the crime, but now says that he is innocent and only confessed 
because he was scared of being sentenced to death.
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Recanted confession case ratings. Participants made two ratings after each case descrip-
tion. First, they reported how likely it was that the defendant was guilty of the crime (1 = Not at 
all likely, 6 = Very likely). Second, they reported how fair it was for law enforcement officers 
to have pressured the defendant. Specifically, for Case 1, participants reported how fair it was 
for the police to have lied to the defendant about his friends confessing (1 = Not at all fair, 6 = 
Very fair). For Case 2, participants reported how fair it was for the police to tell the defendant 
that he could avoid the death penalty by confessing (1 = Not at all fair, 6 = Very fair).

Results and Discussion: Study 3
Final item selection for ATCC subscales. Internal consistency was .73 for the seven-item 

Coerced Confessions subscale and .56 for the five-item Coercive Interrogation subscale. Item-
total correlations for the Coercive Interrogation scale suggested that item 10 (Table 1) was not 
clearly correlated with other items on the scale (corrected item total correlation of -.18). Item 
10 was the one reverse-scored item on the subscale. Removing item 10 from the subscale led 
to a notable increase in internal consistency (.56 to .72).

Principal components analysis with varimax rotation was used to examine whether the 11 
remaining ATCC items loaded onto two components (see Table 2, next page). Items 11 and 12 
did not clearly load onto the Coerced Confession subscale. Both of these items were reverse-
scored items. Both had only moderate loadings on the subscale component, and moderate cross 
loadings with the Coercive Interrogation component. Removing these two items led to an in-
crease in internal consistency to α = .78. Principal components analysis of scores on the nine 
remaining ATCC items showed that each had a clear loading on its expected factor (see Table 
2). In addition, the scree plot showed two clear components, with a significant drop after the 
second component and a relatively flat line between the remaining components. Together, these 
two components accounted for 55.7% of the variance in item ratings. 

The final five-item Coerced Confession subscale and the four-item Coercive Interrogation 
subscale were only moderately correlated (r = -.23, p < .01). Although the negative-correlation 
between the subscales may at first seem counter-intuitive for two subscales from the same 
measure, the negative correlation was expected, given that people who believe that false con-
fessions are possible (high Coerced Confession scores) should express low levels of support 
for coercive interrogation practices. The negative modest correlation does mean that the two 
subscales should not be combined to calculate a total ATCC score. 

We calculated Coerced Confession and Coercive Interrogation scores by averaging the 
individual item scores for items on the subscales. As a result, subscale scores could range from 
1.00 to 5.00. The mean Coerced Confession score was 2.95 (SD = .98), and the mean Coercive 
Interrogation score was 3.00 (SD = .98). There was a small but statistically significant differ-
ence in Coercive Interrogation scores between African American and Caucasian participants, 
with African Americans (M = 2.85, SD = .99) reporting less support for coercive interrogation 
practices than Caucasians [M = 3.11, SD = .97; t (280) = 2.18, p < .05, Cohen’s d = .27]. There 
was not a significant difference for Pressured Confessions scores, with African Americans (M 
= 2.96, SD = 1.05) and Caucasians (M = 2.91, SD = .92) reporting similar scores [t ( 280) = .46, 
p = .65, Cohen’s d = .05). There were no significant differences between men and women for 
either subscale (p > .05, Cohen’s d < .10). 
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Construct validity for ATCC subscales. Correlations between the ATCC subscales and con-
struct validity measures are reported in Table 3 (next page). As expected, Coerced Confession 
scores were negatively correlated with several study measures. Participants who tended to be-
lieve that false confessions could occur reported low levels of pro-prosecution attitudes (JBS), 
tended to believe that the two defendants who were pressured to confess were not guilty, and 
tended to report that the techniques used to pressure the two defendants into confessing were 
unfair. Also as expected, Coerced Confession scores were positively correlated with beliefs that 
defendants who are young, poor, or have a low level of education are at an increased risk for 
confessing. Most of these correlations for the Coerced Confession subscale were small in size, 
but generally large enough to reach statistical significance. 

As expected, correlations were in the opposite direction for the Coercive Interrogation 
subscale. Those who tended to support coercive interrogation tactics reported high levels of 
pro-prosecution attitudes (JBS), tended to believe that the two defendants who were pressured 

Table 2. Component loadings for ATCC items in Study 3
Model 1 (11 items) Model 2 (9 items)

ATCC Item Coerced 
Confession

Coercive 
Interrogation

Coerced 
Confession

Coercive 
Interrogation

1 -.13 .66 -.12 .65

2 .06 .79 .03 .82

3 -.29 .64 -.31 .65

4 .72 .08 .73 .08
5 .07 .81 .07 .81

6 .74 .02 .75 .02

7 .77 -.24 .78 -.25

8 .72 .08 .73 -.09

9 .61 -.13 .62 -.14

11 .43 -.23 -- --

12 .27 -.35 -- --
Note. Loadings are from principal components analyses with varimax rotation. Bold loadings indi-
cate the scale upon which the item should load. N = 292.
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Unique contributions of ATCC subscales for predicting case decisions. Although corre-
lations between the ATCC subscales and construct validity measures tended to be small to 
moderate in size, the relatively small correlation between the two ATCC subscales (r = -.23) 
suggests that they may make independent contributions for predicting juror decisions. We used 
hierarchical multiple regression to examine the unique contributions of the two ATCC sub-
scales for predicting jurors’ decisions concerning defendant guilt and the fairness of the inter-
rogation techniques in the two recanted confession cases. We conducted four sets of multiple 
regression analyses, one for each of these four outcome measures. 

We also used the regression analyses to consider whether ATCC scores made a unique con-
tribution to predicting decisions after juror demographic characteristics (sex and race) and pro-
prosecution attitudes (JBS) had been taken into account.1 Indeed, point-biserial correlations 
indicated men were somewhat more likely than women to see the defendants as guilty (AG r = 
-.17, p <.01; CO r = -.17, p < .01). African Americans were somewhat more likely than Cauca-
sians to view law enforcement tactics as unfair in the Christopher Ochoa case (point-biserial r 

Table 3. Correlations Between ATCC Subscale Scores 
and Measures of Construct Validity

ATCC Subscale
Construct validity measure Coerced 

Confession
Coercive 

Interrogation
Juror Bias Scale Total Score -.17* .40**
Guilt Likelihood for Defendants who Recanted Confessions

Defendant who was told that friends had confessed (AG) -.19** .29**
Defendant threatened with death penalty (CO) -.12* .28**

Perceived Fairness of Law Enforcement Tactics in Confession Cases 
Being told that friends confessed (AG) -.26** .38**
Being told that confessing would prevent death penalty (CO) -.21** .34**

Characteristics of Defendants Likely to Confess
Juveniles are more likely to confess than adults .20** -.14*
Less educated are more likely to confess than highly educated .18** -.07
Poor more likely to confess than wealthy .31** -.20**

Note. AG = Anthony Gray case. CO = Christopher Ochoa case. N = 292 for all correlations except 
for the Juror Bias Scale (N = 280). **p < .01. *p < .05

1. Including JBS and race as predictors in the regression analyses limited the sample size to 263. 
Because most participants identified themselves as African American or Caucasian, the remaining 10 
participants could not be included in the regression analyses. Of the remaining participants, 19 were 
excluded because they did not complete the JBS.

to confess were guilty, and tended to report that the techniques used to pressure the two de-
fendants into confessing were fair. Coercive Interrogation scores were negatively correlated 
with beliefs that defendants who are young, poor, or have a low level of education are at an 
increased risk for confessing. 
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= .15, p < .01; r < .10 between race and other juror decision measures). JBS scores significantly 
correlated with perceptions of guilt likelihood (AG r = .22, p <.01; CO r = .23, p < .01) and 
fairness of law enforcement tactics (AG r = .20, p <.01; CO r = .21, p < .01). 

Findings from the four sets of regression analyses are summarized in Table 4 (below). All four 
sets of analyses provided support for one or both ATCC measures as independent predictors of par-
ticipants’ opinions. Coercive Interrogation scores were significant predictors for all juror decisions, 
even after all other predictors had been entered into the models. Moreover, Coercive Interrogation 

Table 4. Summary of Hierarchical Multiple Regression Results for 
Predicting Perceptions of Defendant Guilt and Fairness 

of Law Enforcement Interrogation Tactics 

Final Model Statistics
Improvement for adding predic-

tor to the hierarchical model
Outcome/predictor β b SE R2 change R2 Model
Guilt AG: Told that friends confessed 

1. race .00 .00 .15  -- .005
2. sex -.13* -.32 .14 .023* .028*
3. Juror Bias Scale total score .07 .02 .01 .035** .063**
4. ATCC: Coercive Interrogation .25** .31 .08 .063** .126**
5. ATCC: Coerced Confession -.12* -.15 .07 .014* .140**

Guilt CO: Threatened with death penalty 
1. race .00 .00 .16  -- .006
2. sex -.15* -.39 .15 .028** .034*
3. Juror Bias Scale total score .12 .02 .01 .044** .078**
4. ATCC: Coercive Interrogation .21** .27 .09 .042** .120**
5. ATCC: Coerced Confession -.10 -.13 .08 .009 .129**

Fairness of telling defendant friends had confessed (AG)
1. race -.05 -.17 .22  -- .000
2. sex .01 .04 .21 .000 .000
3. Juror Bias Scale total score .05 .01 .02 .041** .041*
4. ATCC: Coercive Interrogation .34** .63 .12 .112** .153**
5. ATCC: Coerced Confession -.15** -.29 .11 .021** .174**

Fairness of death penalty threat (CO)
1. race .11 .40 .22  -- .027**
2. sex -.13* -.48 .21 .023* .049**
3. Juror Bias Scale total score .00 .00 .02 .022* .071**
4. ATCC: Coercive Interrogation .31** .58 .12 .095** .166**
5. ATCC: Coerced Confession -.14* -.26 .10 .017* .183**

Note. Final model statistics are those from the model with all five predictors entered. Improvement statistics 
indicate statistical significance for the predictor when it was first added to the previous model in the hierarchy, 
and the change in overall model performance as a result of adding that predictor. AG = Anthony Gray case. CO 
= Christopher Ochoa case. N = 263. *p < .05. **p < .01.
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scores were the strongest predictors in each of the four final models. Pressured Confession scores 
were significant predictors in three of the four final models. JBS scores were significant predictors 
of all case opinions when they were first entered into the regression equations (model three), but 
failed to reach significance in the final models. This pattern of findings suggests that although gen-
eral pro-prosecution attitudes were predictive of opinions in two confession cases, the confession 
specific attitude measures accounted for and added to this predictive effect. 

Juror sex was a significant predictor in three of the four final regression models, with wom-
en being less likely than men to view the defendants as guilty and less likely to see threatening 
the defendant with a capital charge as fair. Race was not a significant predictor of case opinions 
in any of the final regression models.

General Discussion

Although the CAS performed poorly, the ATCC showed potential as a brief measure of 
attitudes concerning coerced-compliant confessions. Both ATCC subscales showed accept-
able levels of internal consistency and promising support for construct validity. The ATCC 
subscales made unique contributions to jury pool members’ perceptions of law enforcement 
tactics and defendant guilt in two coerced-compliant confession cases. Jury pool members 
who tended to support coercive interrogation practices were likely to view both defendants 
as guilty and to see potentially coercive law enforcement tactics (lies, offer of leniency) as 
fair. In contrast, jury pool members who tended to believe that defendants could be pressured 
into falsely confessing were not likely to see the defendants as guilty, nor were they likely to 
see coercive law enforcement tactics as fair. Although both ATCC subscales correlated with 
pro-prosecution attitudes (JBS), ATCC measures were stronger unique predictors of all case 
decisions than pro-prosecution attitudes. 

These promising findings are clearly in need of cross-validation research support. We used 
only very brief written descriptions of confessions in two criminal cases to examine the asso-
ciation between ATCC scores and case decisions. Research using more realistic trial materials, 
such as videotaped interrogations, is needed. Although the ATCC outperformed the JBS in pre-
dicting jurors’ decisions, this does not necessarily mean that it would outperform other individ-
ual difference measures, including those of related legal attitudes (e.g., legal authoritarianism) 
or general individual difference measures (e.g., attributional style; see Lassiter et al., 2005).

If future research continues to support the ATCC as a predictor of perceptions of suspect 
guilt, this would not necessarily mean that ATCC scores should be predictive of making ac-
curate decisions about when a confession is true or false. Indeed, existing research suggests 
that laypersons and law enforcement officers are generally poor at differentiating between true 
and false confessions (Kassin, Meissner, & Norwick; 2005). Even those who are open-minded 
about the possibility of false confessions will likely be poor at identifying false confessions; 
however, it is possible that those who refuse to believe that innocent people can be coerced into 
confessing (low ATCC Coerced Confession scores) would be especially inaccurate because 
they would see nearly all confessions as true. Indeed, Kassin et al. (2005) found that police 
investigators tend to make false-positive errors when judging confession evidence, seeing hon-
est confessions as deceitful. As a group, police investigators would likely obtain low ATCC 
Coerced Confession scores. 
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Future research is also needed to examine the properties of the ATCC in geographically 
diverse samples of jurors. We conducted all three of our studies in one county, in a southern 
U.S. state. Nevertheless, the use of jury pool members as participants is a clear strength of 
the ATCC development studies described in this report. The use of jury pool members should 
help to encourage robust psychometric properties in new samples of jury pool members. The 
two existing attitude measures examined in our series of studies (CAS and JBS) were not de-
veloped using jury pool samples, which may be one reason why they had relatively poor psy-
chometric properties in our studies. For example, both the JBS and CAS had multiple items 
with negative item-total correlations in our jury pool samples, which contributed to their poor 
levels of internal consistency. Many of these items were reverse-scored items. The original 
ATCC contained several reverse scored items, but these also performed poorly and were not 
included on the final subscales. Although reverse-scored items may work well in samples of 
undergraduate students (e.g., Kassin & Wrightsman, 1983),2 researchers have found that the 
psychometric properties of reverse-scored items can vary due to factors such as verbal abil-
ity, geographic region, and race (Bachman & O’Malley, 1984; Marsh, 1996). Findings from 
the current study suggest that reverse-scored items may be problematic in jury pool samples 
comprised of people from ethnically diverse backgrounds and with varying degrees of educa-
tion. Indeed, fewer than half of the participants in Study 3 reported having a college degree, 
and approximately 20% had only a high school education. 

Test developers use reverse-scored items because people have a tendency to agree rather 
than disagree with survey statements regardless of their content (Barnette, 2000; Cronbach, 
1950; McPherson & Mohr, 2005). Thus, scores on measures with no reverse-scored items may 
be inflated due to this “acquiescence” response set. Including reverse-scored items can help to 
ensure that respondents are attending to item content, as opposed to just agreeing with all state-
ments. Nevertheless, use of these types of items can reduce internal consistency (see Barnette, 
2000) and lead to factor analysis results with positively and negatively worded reverse-scored 
items loading onto different factors (see McPherson & Mohr, 2005; Spector, Van Katwyck, 
Brannick, & Chen, 1997). These findings have led some researchers to suggest that negatively 
scored items should not be used on survey measures (Barnette, 2000; Schriesheim & Eisenbach, 
1995). Even methodologists who do not completely agree with this conclusion acknowledge 
that including reverse-scored items on a measure can lead to poor psychometric properties and 
problems with score interpretation (McPherson & Mohr, 2005). Although correlations in the 
current study may be inflated due to method variance (i.e., all self-report questions; Tepper & 
Tepper, 1993), the negative correlation between ATCC scores suggests that acquiescence was 
not the primary reason for these effects. If participants had generally agreed with all questions 
on the ATCC, then the two subscales would have been positively correlated. 

Jurors’ perceptions of confessions and defendants who confess are likely influenced by 
many factors, only one of which may be attitudes about coerced-confessions. For example, 
research has shown that some potential jurors can recognize coercive interrogation tactics, but 
that this recognition does not translate into recognizing false confessions (Kassin & Sukel, 

2. Kassin and Wrightsman (1983) reported findings from three studies in their article describing the 
development of the JBS, two with undergraduates and one with community volunteers from jury lists. 
However, only 85 of 250 people who were contacted agreed to participate, and the researchers only 
reported item performance and reliability findings for undergraduates. 
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1997; Kassin & Wrightsman, 1980; 1981). Other recent research has shown that observers’ 
perceptions of videotaped confessions are influenced by the camera angle used to record the 
confession (see Lassiter & Geers, 2004, for a review) and that this effect is not moderated by 
individual difference measures (Lassiter et al., 2005). The two ATCC subscales described in 
this report represent an attempt to add a brief coerced-confession attitude measure to this list of 
possible predictors. We hope that future research will examine the utility of the ATCC in stud-
ies with more realistic stimulus materials (e.g., videotaped interrogations and confessions) and 
experimental manipulations of potentially coercive interrogation practices. 
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An Exploratory Analysis of Guns and Violent Crime 
in a Cross-National Sample of Cities
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Abstract
This study examines the relationship between gun availability and crime in a cross-na-
tional sample of cities. Data from the International Crime Victimization Survey are used 
to examine three competing hypotheses. The results of the limited information maximum 
least squares regression analyses suggest that gun availability influences rates of as-
sault, gun assault, robbery, and gun robbery. These findings suggest that increasing city 
levels of gun availability in this cross-national sample of cities increases the likelihood 
that violent crimes are committed and that guns are involved in these crimes. Impor-
tantly, these findings do not suggest that increasing gun availability reduces crime. 

Key Words: gun availability, assault, robbery, homicide, crime reduction 

Introduction

The relationship between guns and violent crime is an intensely debated topic. Competing 
theoretical claims have emerged that view guns as a cause of violent crime, a mechanism to 
reduce violent crime, or totally unrelated to violent crime. Myriad criminological studies have 
been published over the years concerning this relationship, but no clear consensus has emerged. 
For example, some studies have found a significant relationship between gun availability and 
homicide (Cook & Ludwig, 2006; Hoskin, 2001; Kleck, 1979; McDowall, 1991) while others 
have not (Kleck, 1984; Kleck & Patterson, 1993; Magaddino & Medoff, 1984). Additionally, at 
least one controversial study has found that increasing gun availability will reduce crime (Lott, 
2000), but this study has come under considerable scrutiny, and its results have been challenged 
(Ludwig, 1998; Maltz & Targoniski, 2002; Martin & Legault, 2005; Rubin & Dezhbakhsh, 
2003; Zimring & Hawkins, 1997). As such, the debate about the relationship between guns and 
crime at the macro level rages on.

A body of cross-national research has emerged that attempts to inform the debate about the 
relationship between gun availability and violent crime. Most of this research has found a sig-
nificant association between gun availability and violence (Hemenway & Miller, 2000; Hoskin, 
2001; Killias, 1993; Killias, van Kesteren, & Rindlisbacher, 2001; Krug, Powell, & Dahlberg, 
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1998; Lester, 1991). Although findings from these studies have increased knowledge on this 
topic, our understanding of it is incomplete because many questions about the relationship be-
tween guns and violent crime at the cross-national level have gone unanswered. For instance, 
virtually all of the existing cross-national studies on this topic have examined homicide as the 
dependent variable. As such, little is known about how gun availability and violent crime op-
erate in a cross-national context when crimes besides homicide are considered. Additionally, 
most studies have examined data from Western Developed nations and examined the nation 
state as the unit of analysis. This has limited what is known about the nature of the gun/crime 
relationship when levels of analysis besides the nation are explored and when data from nations 
besides Western Developed nations are examined. Further, only one existing cross-national 
study has accounted for potential simultaneity between gun availability and crime (Hoskin, 
2001), thereby begging the question of whether significant associations between gun availabil-
ity and crime indicate that gun availability affects crime or vice versa?

There are both theoretical and empirical justifications for addressing the questions raised 
above. First, theorists on both sides of the gun/crime debate have argued that gun availability 
can influence crimes other than homicide. For example, Lott (2000) has suggested that increas-
ing gun availability can reduce overall levels of crime by enabling potential victims to deter or 
disrupt the actions of potential aggressors. Second, there is a small body of empirical research 
that has shown that gun availability is associated with crimes other than homicide. For instance, 
Cook (1979) found that gun availability was highly correlated with gun robbery in a sample of 
American cities. Third, there is evidence that some predictors of crime operate differently to in-
fluence crime at different levels of analysis (Land, McCall, & Cohen, 1990). All of the previous 
cross-national research on gun availability and violent crime has examined nation-level data. 
Thus, it is plausible that the significant association between gun availability and violent crime 
that has been found at the nation level does not hold at the city level. Finally, there is some evi-
dence that the effects of some macro-predictors on crime vary across different types of societies. 
For example, Rosenfeld and Messner (1991) found that the effect of economic inequality on 
homicide is not generalizable across different types of societies. Economic inequality, one of the 
most powerful predictors of homicide in Western Developed nations, was not found to influence 
homicide in a sample of small, non-industrial societies. Existing research that has examined the 
relationship between gun availability and crime using cities as the level of analysis primarily has 
focused on the United States (Fischer, 1969; Kleck & Patterson, 1993; McDowall, 1991). It is 
plausible that the findings from these studies are not generalizable to different social settings. 

Taken together, these points suggest that research that explores the association between 
guns and crime at a level of analysis that has not previously been explored, for types of crime 
that have not yet been examined, and using data that have not previously been considered is 
warranted. Towards that end, the objective of this paper is to explore the association between 
gun availability—as measured by household gun ownership levels—and assault, gun assault, 
robbery, and gun robbery in a cross-national sample of thirty-nine cities primarily located in 
nations in transition and developing nations. Using data from the International Crime Victim-
ization Survey (ICVS), this study employs limited information maximum least squares regres-
sion analysis to test three competing hypotheses that account for the relationship between gun 
availability and rates of crime. 
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Theory

No dominant theoretical perspective exists that explains the relationship between gun own-
ership and crime. The basis for such a perspective, however, has been proposed by Kleck 
and McElrath (1991) who suggest that weapons are a source of power used instrumentally to 
achieve goals by inducing compliance with the user’s demands. The goals of a potential gun 
user are numerous and could include money, sexual gratification, respect, attention, or domina-
tion. Notably, most of these goals can be achieved by brandishing a gun but not necessarily 
discharging one. Unlike most criminological research, which assumes that the possession of 
weapons is inherently violence enhancing (i.e., Zimring, 1968; 1972), Kleck (1997) suggests 
that guns can confer power to both a potential aggressor and a potential victim seeking to resist 
aggression. When viewed in this manner, several hypotheses can be derived concerning the 
relationship between gun availability and crime. This first is that increasing gun availability 
increases total rates of crime and rates of gun crime. The second is that increasing gun avail-
ability reduces crime rates. A third hypothesis is that gun availability and crime are unrelated. 

Hypothesis 1: Increasing Gun Availability Increases Crime.
Theoretical perspectives have emerged that suggest that gun availability increases both 

total crime rates and gun crime rates. The facilitation and triggering hypotheses focus primar-
ily on the effects of gun availability on total crime rates, while the instrumentality hypothesis 
focuses primarily on the substitution of guns for other weapons during the commission of a 
crime and the implications that this has for gun crime rates.

The facilitation hypothesis suggests that increasing gun availability can increase total rates 
of assault and robbery when the availability of a gun provides encouragement to someone con-
sidering an attack or to someone who normally would not commit an attack. This encourage-
ment is derived from the fact that the possession of a gun can enhance the power of a potential 
aggressor, thereby ensuring compliance from a victim, increasing the chances that the crime will 
be successfully completed, and reducing the likelihood that an actual physical attack (as opposed 
to a threat) will be necessary. This is particularly important in situations when the aggressor is 
smaller or weaker than the victim. In such cases, the aggressor’s possession of a gun can neutral-
ize the size and strength advantage of an opponent (Cook, 1982; Felson, 1996; Kleck, 1997). 
Guns can also facilitate crime by emboldening an aggressor who would normally avoid coming 
into close contact with a victim or using a knife or blunt object to stab or bludgeon someone to 
death. An additional way that guns can increase crime is by triggering aggression of a potential 
offender. This “weapons effect” is said to occur because angry people are likely to associate guns 
with aggressive behavior (Berkowitz & Lepage, 1967). Similarly, it has been suggested that the 
presence of a gun is likely to intensify negative emotions such as anger (Berkowitz, 1983). 

When applied to the macro-level, the facilitation and triggering hypotheses suggest a posi-
tive association between gun availability and both the gun violence rates and total violence 
rates. Gun availability would be expected to have a positive association with gun assault and 
gun robbery because greater access to guns would lead more citizens of a respective city to be-
lieve that a crime can be successfully facilitated if a gun is used. Additionally, gun availability 
is expected to be positively associated with overall levels of assault and robbery because the 
availability of guns will trigger aggression among citizens of a respective city and encourage 
individuals who normally would not commit a crime to do so. 
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The weapon instrumentality hypothesis suggests that gun availability can increase the like-
lihood that gun crimes are committed. This occurs when increasing gun availability increases 
the likelihood that an aggressor substitutes a gun for another weapon or no weapon at all dur-
ing the commission of a crime. The end result is the intensification of violence (Cook, 1991; 
Zimring & Hawkins, 1997). The basic premise of the weapon instrumentality perspective is 
that the use of a gun during the commission of an assault or robbery (1) increases the likelihood 
of death or serious injury; (2) provides aggressors with the opportunity to inflict injury at long 
distances; and (3) makes it easier to assault multiple victims than the use of other weapons that 
are commonly used to commit violent crime (i.e., knife or bat). 

When applied to the macro-level, the weapon instrumentality hypothesis suggests that gun 
availability will be positively associated with gun violence. Increasing gun availability levels 
in a city will lead more city residents to substitute guns for other weapons during the commis-
sion of aggressive acts. In such situations, these crimes may be more likely to lead to death or 
violent injury. Notably, the weapon instrumentality hypothesis does not suggest that increasing 
gun availability increases total rates of assault and robbery. From this perspective, the substitu-
tion of a gun for another weapon does not necessarily increase the likelihood that an assault or 
robbery will be committed (although it may increase the likelihood that a homicide is commit-
ted), but it does increase the chances that the crimes that are committed involve guns.

Hypothesis 2: Increasing Gun Availability Reduces Crime
Another perspective on this issue suggests that the availability of guns actually can reduce 

levels of crime (Cook, 1991; Kleck, 1997; Lott, 2000; Lott & Mustard, 1997). From this per-
spective, increased levels of gun availability empower the general public to disrupt or deter 
criminal aggression (Cook, 1991; Kleck, 1997). Kleck (1997) suggests that gun availability can 
disrupt criminal aggression in two ways. First, an armed victim can prevent the completion of 
a crime by neutralizing the power of an armed aggressor or by shifting the balance of power in 
favor of the victim when confronted by an unarmed aggressor (Kleck, 1997; Kleck & Delone, 
1993; Tark & Kleck, 2004). Second, an armed victim can use a weapon to resist offender ag-
gression and avoid injury (Kleck, 1997). 

Increased levels of gun availability may also reduce crime by deterring potential aggressors 
(Kleck, 1997; Wright & Rossi, 1986). Aggressors may refrain from committing crime due to 
fear of violent retaliation from victims. This deterrence can be both specific and general. For 
instance, a criminal may refrain from committing future attacks because they were confronted 
with an armed victim during a previous experience. Alternatively, an aggressor may refrain 
from committing a criminal act if they believe that a large proportion of the pool of potential 
victims is armed (Rengert & Wasilchick, 1985). When applied to the macro-level, this perspec-
tive suggests that gun availability should be negatively associated with both gun crime and 
crime. This is because in cities where residents have greater access to guns, potential victims 
will be better able to deter or disrupt the acts of criminal aggressors. 

Hypothesis 3: Increasing Gun Availability does not Influence Crime
The third perspective discussed here suggests that gun availability has no overall effect on 

levels of crime (Kleck, 1997). The absence of an effect can be the result of two things. First, 
gun availability simply may not influence crime. From this perspective, the use of a gun simply 
may reflect an aggressor’s greater motivation to seriously harm a victim (Wolfgang, 1958). If 
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true, lack of access to a gun will simply cause an aggressor to substitute another weapon to 
achieve a desired outcome. Second, an effect between gun availability and crime may not be 
detected because defensive gun use may offset the effects of guns being used for criminal ag-
gression (Kleck, 1997). That is, any relationship might be cancelled out by offsetting or oppo-
site effects. When applied to the macro-level, this perspective suggests that changes in the gun 
availability of a respective city will not influence or be associated with crime in that city.

Previous Research

A body of research has emerged regarding the relationship between gun availability and 
crime. Overall, the results of this research have been somewhat mixed (Kleck, 1997). Some 
studies have found support for the proposition that increasing gun availability increases crime, 
while others have not. Further, the manner in which guns influence crime seems to vary by the 
type of crime (e.g., violent crime, property crime, homicide, gun homicide). 

Although scholars continue to disagree about the nature of the gun-crime relationship, 
there is at least some evidence that the use of guns intensifies violence; thereby suggesting a 
weapon instrumentality effect. For instance, several studies have found a significant positive 
relationship between levels of gun availability and rates of homicide (Brearley, 1932; Brill, 
1977; Cook & Ludwig, 2006; Duggan, 2001; Fischer, 1969; Hoskin, 2001; Kleck, 1979; Lester, 
1988; McDowall, 1991; Phillips, Votey, & Howell, 1976). To the extent that these homicides 
represented assaults and/or robberies where the initial intention of the aggressor was somewhat 
ambiguous, and an escalation in the conflict resulted in the killing of the victim, the presence of 
a gun during this altercation likely increased the probability of the victim’s death.

The degree to which the findings from these studies reveal an instrumentality effect, howev-
er, has been challenged for several reasons. First, some of these studies failed to account for pos-
sible simultaneity between gun availability and homicide (Kleck, 1997), and the research that 
accounts for potential simultaneity effects has yielded mixed results. For example, four of these 
studies have found a significant relationship between gun availability and homicide (Cook & 
Ludwig, 2006; Hoskin, 2001; Kleck, 1979; McDowall, 1991) and three others have not (Kleck, 
1984; Kleck & Patterson, 1993; Magaddino & Medoff, 1984). Additionally, some have argued 
that a statistically significant relationship between gun availability and homicide is not evidence 
of a weapon instrumentality effect, but instead a reflection of the greater motivation of people 
within certain macro-units to kill or seriously injure others (Wolfgang, 1958). Thus, some of the 
research examining the relationship between gun availability and homicide rates at the macro-
level has suggested a weapon instrumentality effect, but these results have been challenged by 
alternative interpretations of the findings and conflicting results from other research.

Support for a weapon instrumentality effect also has been found in research that examines 
the relationship between offender possession of a weapon and the likelihood that a victim is 
killed during the commission of a crime (Cook, 1987; Kleck, 1991; Wells & Horney, 2002; 
Zimring, 1968; 1972). Zimring (1968), for example, compared the probability of homicide in 
assaults that involved guns to the probability of homicides in assaults that involved knives. 
This research indicated that “the rate of knife deaths per 100 reported knife attacks was less 
than 1/5 the rate of gun deaths per 100 reported gun attacks” (p. 728). Noting that 70% of all 
gun killings in Chicago involved single gunshot wounds to victims, Zimring (1968) interpreted 
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the results of this study to suggest that most homicides were ambiguously motivated assaults 
that resulted in a lethal outcome due to presence of a gun. Cook (1987) examined similar causal 
processes but focused on robberies rather than assaults. Cook found that murder robbery rates 
were more sensitive to variations in gun robbery rates than non-gun robbery rates. This led 
him to conclude that many homicides were an intrinsic by-product of robbery, where the initial 
intention of the aggressor was not to kill the victim, but the escalation of the conflict and the 
presence of a gun led to a lethal outcome. 

More recently, research examining the relationship between gun possession and the out-
come of a crime has been extended to also account for the probability of attack and injury. For 
example, Kleck and McElrath (1991) found that crimes committed with guns are less likely 
to result in attack or injury than crimes committed without a weapon or a weapon besides a 
gun, but more likely to result in death or serious injury if an attack occurred. The findings from 
Kleck and McElrath (1991) were substantiated by a recent study by Wells and Horney (2002), 
who also found that weapon instrumentality effects remained significant even after controlling 
for the intentions of the aggressor (see also Phillips & Maume, 2007).

Research examining weapon facilitation effects has not received much support in the re-
search literature. A small number of experimental studies has found support for the proposition 
that the presence of guns elicits violent aggression (Berkowitz & Lepage, 1967; Leyens & 
Parke, 1975; Page & O’Neal, 1977). The results of these studies, however, have come under 
scrutiny. Several other studies have found no weapon’s effect (Buss, Booker, & Buss, 1972; 
Ellis, Weinir, & Miller III, 1971; Page & Scheidt, 1971). Additionally, at least two other studies 
have found that the presence of a gun may inhibit, rather than facilitate, aggressive behavior 
(Fraczek & Macauley, 1971; Turner, Layton, & Simons, 1975). There is also some doubt about 
the generalizability of the findings from these experiments to real world settings. Some observ-
ers have suggested that the support for the weapon facilitation hypothesis seems to decline with 
increasing levels of realism in the experiment (Kleck & McElrath, 1991).

Additional evidence of lack of support for weapon facilitation effects can be found in 
macro-level studies that examine the relationship between gun availability and rates of vio-
lent crime. When applied to the macro-level, the weapon facilitation hypothesis suggests that 
macro-units with higher levels of gun availability will have higher overall rates of total violent 
crime (as opposed to gun crime). This proposition has not been supported in literature (Cook 
& Moore, 1999). Research has found that gun availability does not influence overall rates of 
violent crime (Kleck & Patterson, 1993).

At least two studies have found evidence to support the claim that increasing gun avail-
ability decreases crime (Lott, 2000; Lott & Mustard, 1997). These findings held under multiple 
model specifications, but increasingly have come under attack due to concerns about meth-
odological weaknesses (Ludwig, 1998; Maltz & Targoniski, 2002; Martin & Legault, 2005; 
Rubin & Dezhbakhsh, 2003; Zimring & Hawkins, 1997). For example, two studies have taken 
issue with the use of state- and county-level UCR cross-sectional time series data in Lott’s 
(2000) analysis (Maltz & Targoniski, 2002; Martin & Legault, 2005). Another study (Rubin 
& Dezhbakhsh, 2003) has argued that Lott’s (2000) use of dummy variables to model the ef-
fects of concealed weapons permit laws was inappropriate and led to model misspecification. 
Finally, at least one study found that the manner in which gun availability influenced crime 
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was contingent upon whether gun possession was legal or illegal. Stolzenberg and D’Alessio 
(2000) found the illegal possession of firearms increased violent crime but legal possession of 
firearms had no such effect.

Cross-national research examining the relationship between gun availability and crime has 
been small in number but has found a significant association between gun availability and ho-
micide (Hemenway & Miller, 2000; Hoskin, 2001; Killias, 1993; Killias et al., 2001; Krug et 
al., 1998; Lester, 1991). For example, Killias (1993) found a positive correlation between gun 
availability and national homicide rates. Of course, the primary limitation of the work of Kil-
lias and others who have used correlation coefficients to examine the relationship between gun 
availability and homicide is that these studies can say nothing about causal order. Therefore, 
a positive correlation between gun availability and homicide can be interpreted as evidence of 
gun availability influencing homicide, homicide influencing gun availability, or both. Hoskin 
(2001) accounted for potential simultaneity between gun availability and homicide by using 
two-stage least squares regression to examine this relationship in 36 nations. Hoskin (2001) 
found that gun availability influenced homicide rates at the cross-national level. 

Taken together, the existing research on the relationship between guns and crime lends 
support to the weapon instrumentality hypothesis and to the proposition that increases in crime 
increase levels of gun availability. Much of this research, however, has been performed in the 
United States. Cross-national studies that have examined the relationship between gun avail-
ability and crime have been small in number, and the results of the studies have not been defini-
tive. Two issues in particular have not been addressed in previous cross-national research. First, 
no previous cross-national study has examined whether gun availability influences crimes other 
than homicide. Second, the relationship between gun availability and crime victimization has 
not been explored when using data from cities in a cross-national sample. These issues will be 
addressed in this study.

Method

Data
Data for this study are drawn from the 1996 and 2000 waves of the International Crime 

Victimization Survey (ICVS).1 This survey is administered by the United Nations Interregional 
Crime and Justice Institute. Originally designed to provide an alternative to official police 
counts of crime, the ICVS is currently the most far reaching source of comparable crime vic-
timization data in different nations. For each wave, the ICVS provides nation-level data for 
developed nations and data for the largest city of nations in transition and developing nations. 

This study uses only ICVS city-level data that is predominately from nations in transition 
and developing nations for three reasons. First, no study to date has examined the relationship 
between gun availability and crime in a cross-national sample of cities. Second, due to the dif-
ferences in sample design, ICVS city-level data can not be used to estimate crime rates for the 

1. To maximize the number of level 2 units, city level data from the 1996 and 2000 waves were pooled. 
The ICVS is different from more traditional longitudinal designs in that every new wave includes cities 
that had not previously participated in the survey. In the few cases where data were available for cities 
in both waves, data from the 2000 wave were taken.



The Southwest Journal of Criminal Justice, Vol. 6(3) 211 

nation in which each respective city belongs. As such, ICVS city-level data and ICVS nation-
level data are not comparable, and analyses of ICVS data are limited to examining city- and 
nation-level data separately. Third, more observations are available using the city-level data 
from developing nations and nations in transition rather than the nation-level data from devel-
oped nations. 

ICVS city-level data were collected using face-to-face interviews.2 Interviews were trans-
lated to the local language by experts from the host country familiar with criminology, survey 
methodology, the local language, and English, Spanish, or French (original interviews were 
created in these three languages). Nations were asked to collect between 1,000 and 1,500 inter-
views. Most countries depended on an ad hoc (sometimes consisting of senior level students) 
group of interviewers for collection of data. 

Sampling for the face-to-face interviews was generally hierarchical. It began with iden-
tifying administrative areas within the city, followed by a step-by-step procedure aimed at 
identifying areas, streets, blocks, and households. Thus, these data are expected to provide a 
reasonably representative city sample. A randomly chosen member of each household, above 
the age of 16, was interviewed and asked about his/her experiences with crime victimization. 
When deemed necessary, efforts were made to match interviewers and respondents in a manner 
deemed culturally appropriate for that specific locale. 

Although they represent the best available, there are limitations to these data. For instance, 
despite the fact that efforts were made to standardize sampling and ensure generalizability, 
it is possible that certain subpopulations within each city were more likely to be interviewed 
than others, thereby calling into question the generalizability of the results from research using 
ICVS data. In fact, the United Nations Interregional Crime and Justice Institute only provides 
a vague description of the data collection techniques. This leads to questions about the verac-
ity of the sampling methods. In addition, the fact that the interviews were face to face may 
have decreased the willingness of some respondents to admit that they owned a gun. This may 
be especially true in light of the fact that the United Nations Interregional Crime and Justice 
Institute has been a vocal advocate of international gun control. Under such circumstances, 
it is possible that the elite of each city were more likely to freely admit gun ownership than 
members of other groups. These issues may have biased the gun availability measure used 
here. Further, estimates of the reliability of this data are not yet available. This raises questions 
about the generalizability of these data. Despite these limitations, victimization surveys such as 
the ICVS provide the best chance for uniform and comparable crime data at the cross-national 
level (Bennett & Lynch, 1990). In all, the data used in this study consist of 45,913 individuals 
nested in 39 cities.3 A list of the cities is provided in the Appendix. 

2. Data for Ljubljana, Slovenia were collected using CATI.
3. Response rate information for data from developing nations collected in the
2000 wave are not available. According to the United Nations Interregional Crime and Justice Institute, 
systematic analysis of data collected in 1996 suggests that the response rates were very high. In 
1996, the average response rate in African, Asian, and Latin American countries was 95%, while the 
average response rate in Central and Eastern European countries was 81.3%. It is not known if outside 
researchers have verified these response rates.
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Measures
Endogenous variables.

Five endogenous variables were used in the analysis performed here: assault, gun assault, 
robbery, gun robbery, and gun availability. Assault was measured by asking respondents if they 
had been personally attacked or threatened by someone in a way that really frightened them, 
either at home (not including domestic violence) or elsewhere, such as in a pub, in the street, 
at school, on public transport, on the beach, or at their workplace during this year or the last 
year? Gun assault was measured by asking all respondents who had reported being the victim 
of an assault if a gun was present during the commission of the crime. Robbery was measured 
by asking the respondents if anyone had taken something from them, by using force, or threat-
ening them, in this year or the last year? Gun robbery was measured by asking respondents 
who had reported being victims of a robbery if a gun was used during the commission of the 
crime. The four crime variables were operationalized by dividing the number of individuals in 
each city who reported being the victim of each of these crimes during this year or the previous 
year by the total number of respondents in the city and multiplying that number by 100,000. 
An analysis of the distribution of these variables reveals that each was skewed. As such, these 
variables were transformed. The natural log of assault and robbery and the base log of gun as-
sault and gun robbery were used in this analysis.

Gun availability was operationalized as the percentage of respondents in each city who 
reported owning a firearm. This measure was created by aggregating the number of individu-
als in each city who reported owning a firearm and dividing this number by the total number 
of respondents for each city. An analysis of the distribution of this variable revealed that it 
was skewed. To control for this, the natural log of gun availability was used in the analyses 
performed here. The use of aggregated survey measures of gun ownership such as this one is 
common in research examining the relationship between firearms and crime. A recent study 
by Kleck (2004) found that aggregated survey measures of gun ownership provide a relatively 
reliable indicator of gun availability for macro-level aggregates. Despite this fact, this measure 
has some limitations. First, this measure only taps one of the three dimensions of gun avail-
ability. This measure does not assess gun law regulations or informal transfer of gun owner-
ship. It is assumed here that a high level of gun ownership indicates high levels of overall gun 
availability in each respective city. Another limitation of this measure is that, for some cities, 
the number of gun owners was quite small. This could be due to some respondents being re-
luctant to report that they owned a gun. If this is so, it would underestimate any association 
between gun availability and crime. A third limitation is that this measure of gun availability 
may be biased if only the wealthiest residents of these cities were most likely to be interviewed. 
Fourth, this measure of gun availability does not distinguish between types of firearms. This 
is problematic because the type of gun counted in the gun availability measure may not be the 
type of gun commonly used in criminal activity. Thus, it is possible that measurement error is 
a problem with this indicator of gun availability. 

Overall, gun ownership across the sample of cities was relatively modest. On average, 
9.3% of respondents in each city reported owning a gun. There was, however, some interesting 
variability. For instance, only about 1.5% of residents in Seoul, Korea reported owning guns. 
On the other hand, 18.3% of residents in Johannesburg, South Africa, and 29.3% of residents of 
Asuncion, Paraguay, reported owning guns. Importantly, because we are unable to distinguish 
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between gun types, it is impossible to determine if the guns measured here represent guns com-
monly used in crime, or guns commonly used for other activities, such as hunting. Rates of all 
of the endogenous variables are reported in the Appendix.

Exogenous variables.
Exogenous variables were included in consideration of (a) the factors that influence crime 

at the macro-level, (b) the variables that can serve as instruments to gun availability, and (c) the 
challenges associated with performing analyses with small samples, most notably maximizing 
degrees of freedom and minimizing multicollinearity. In all, seven exogenous variables were 
included in this analysis. Five of these were posited to influence crime. These were unemploy-
ment, family disruption, age structure, sex ratio, and percent of residents who go out nightly. 

Unemployment was operationalized as the percentage of respondents in each respective 
city who reported not having a job. Age Structure was operationalized as the percentage of 
the population of each city between the ages of 16 and 34. This measure was included as a 
control because previous research has found that nations with large cohorts of youth have 
higher levels of violent crime (Gartner, 1990; Pampel & Gartner, 1995). Sex Ratio represents 
the number of men per one hundred women in the population. This variable was operational-
ized by dividing the number of men surveyed in each city by the number of women surveyed 
and multiplying that number by 100. This measure was included as a control because previous 
research has found it to be associated with violent crime at the macro-level (Avakame, 1999; 
Messner & Sampson, 1991).

Family disruption represents the percentage of respondents in each city who where di-
vorced. This variable was included in the analysis because previous research has found family 
disruption to be an important predictor of crime at the macro-level (Sampson & Groves, 1989). 
Out nightly represents the percentage of respondents in each city who reported that they go out 
almost every day. This measure was included because previous research suggests that crime 
victimization increases when the proportion of the population involved in activities outside of 
the home increases (Andresen, 2006; Cohen & Felson, 1979). 

The two instruments posited to influence gun availability were concern about crime and 
percent of high income residents. These variables were included because previous research has 
found that both influence gun ownership levels (Cao et al., 1997; Kleck & Gertz, 1998; Lizotte 
& Bordua, 1980; McDowall & Loftin, 1983). Concern about crime was operationalized as the 
percentage of respondents in each city who believed that it was very likely that their houses 
would be broken into. High income was operationalized as the proportion of residents in each 
city who were in the top 25% income bracket for each respective city. 

Analytic Technique
This study attempts to examine the relationship between firearm availability and crime in a 

cross-national sample of cities. OLS regression can not be used to test this relationship because 
non-recursive models violate the OLS assumption of no correlation between explanatory vari-
ables and disturbance terms. As such, using OLS to test such models would lead to biased and 
inconsistent estimators (Gujarati, 1978). This study used limited information maximum likeli-
hood (LIML) regression to account for variable simultaneity. LIML is a form of two-stage least 
squares regression (2SLS) that takes into account the presence of weak instruments. There are 
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many different approaches to the derivation of 2SLS estimators, but all of these approaches are 
equivalent (Fox, 1979). In this paper, the standard approach outlined by Berry (1984; see also 
Gujurati, 1979; Hoskin, 2001) was used in the analysis.

LIML involves two successive applications of maximum likelihood regression analysis. 
In the first stage an instrumental variable is created to eliminate the likely correlation between 
firearm availability and the crime error term. This instrumental variable is created by regressing 
the gun availability variable on all exogenous variables in the model. That is, gun availability is 
regressed on the independent variables thought to influence crime and the instruments thought 
to influence gun availability. The value for the instrumental variable is the gun availability val-
ues predicted by the exogenous variable. The instrumental variable represents the most similar 
variable to gun availability that can be obtained by taking a linear combination of exogenous 
variables in the model. Additionally, this instrumental variable will be highly correlated with 
the actual gun availability values but not correlated asymptotically with the crime error term. 
Importantly, this instrumental variable is presumed not to be affected by crime. Stage two of 
LIML regression involves replacing the gun availability variable in the original equation with 
the predicted gun availability variable and regressing violent crime on predicted gun availability 
and the control variables. The estimators from this equation will be asymptotically consistent.

Regression Diagnostics
To ensure that the assumptions of the analysis were not violated, extensive diagnostics 

were performed. All models were examined for multicollinearity, heteroskedasticity, outli-
ers, non-normally distributed errors, and non-linearity. Multicollinearity was viewed as prob-
lematic if VIFs exceeded four and levels of tolerance fell between .2 (see also Hamilton, 
1992). Multicollinearity was not a problem in any of the models tested here. Outliers were 
encountered in the initial analyses performed, but the effects of these outliers were not large 
and decreased substantially after the gun ownership variable and the crime variables were 
transformed. Besides the issues mentioned above, the regression diagnostics did not detect 
any other problems in the models tested.

Results

Results for the analyses performed in this study are reported in Tables 1 and 2 (next two 
pages). Table 1 reports descriptive statistics and bivariate correlations for the variables used in 
the analysis. These correlations suggest that gun availability is positively associated with all 
of the crime indicators, thereby lending support to the weapon facilitation and instrumental-
ity hypotheses. In addition, the results from Table 1 indicate that the gun availability indicator 
has a significant positive association with residents’ concern about crime. This suggests that 
residents of these cities may purchase guns when they believe that their homes are at-risk of 
being burglarized. 

The bivariate correlations reported in Table 1 also find some notable relationships between 
crime and many of the exogenous variables. The age structure variable is significantly associ-
ated with three of the four crime variables. In addition, unemployment is associated with gun 
robbery. None of the other control variables are significantly associated with crime. Taken to-
gether, these correlation coefficients suggest that gun availability and crime are associated, but 
a more sophisticated analysis is needed to address issues of causality and model simultaneity. 
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Table 1. Correlations and Descriptive Statistics for Variables Used in this Study.
Variable Mean St. Dev Correlation

Gun Availability Assault Gun Assault Robbery Gun Robbery
Gun Availability (log) -2.71 .90 --
Assault (log) 8.74 .64 .38* --
Gun Assault (log) 5.85 2.02 .48* .37* --
Robbery (base log) 8.20 .91 .37* .79** .52** --
Gun Robbery (base log) 5.37 2.62 .39** .46** .50** .54** --
Unemployment 11.01 7.46 .15 .30 .30 .25 .34*
Sex Ratio 83.18 20.11 -.16 .23 -.18 .08 .22
Age Structure 45.16 14.03 .21 .67** .09 .47** .42**
Family Disruption 5.13 3.44 .14 -.08 .23 .06 .01
Out Nightly 12.39 5.27 .36* .08 .12 .07 .41**
Concern About Crime 10.08 7.51 .53** .49** .43** .41** .39*
High Income .28 .15 .31 .19 .18 .08 .24
*p < .05, ** p < .01
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Table 2. LIML Regression of the Effects of Gun Availability on Violent Crime

Independent Variable
Stage One Stage Two

Gun Availability Assault Gun Assault Robbery Gun Robbery
Gun Availability Instrument -- .46** 1.97** .21† .66*
Unemployment .00 .00 .03 .00 .02
Sex Ratio -.01 .01** .00 .00 .02†
Age Structure .01 .03** .00 .02** .02
Family Disruption .08† .06* .08 .04* .06
Out Nightly .03 -.04* -.08 -.02 .02
Concern about Crime .05** -- -- -- --
High Income 2.05* -- -- -- --
Constant  -4.47* 7.93** 11.50** 5.74** 1.01

r2 .50 .55 .14 .37 .35
F statistic 4.36** 12.62** 15.52* 25.88** 26.99**
† p < .10, * p < .05, ** p < .01
Note: For the second stage results reported here the Wald Chi-Squared test was used rather that the F-test to evaluate model fit. 
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Table 2 reports stages one and two of the LIML regression analysis examining the relation-
ship between gun availability and assault, gun assault, robbery, and gun robbery. As mentioned 
above, stage one of the analysis involves regressing gun availability on the exogenous predic-
tors of crime. This is done to create an instrumental variable that is highly correlated with 
actual levels of gun availability but not correlated with the error terms of any of the crime in-
dicators. Stage two of the analysis involves substituting the instrumental variable for the actual 
gun availability measure in an analysis of the effects of gun availability on crime. Because this 
study is interested in four separate crime variables, the results reported in stage two of Table 
2 include models that examine the effects of the predicted gun availability variable on assault, 
gun assault, robbery, and gun robbery, respectively. 

I begin the discussion with the effects of gun availability on assault. The results reveal that 
gun availability positively influences rates of assault in this sample of cities. This finding lends 
support to the facilitation hypothesis. In addition, sex ratio, age structure, and family disrup-
tion were found to positively affect levels of assault. One surprising finding is that individuals 
who report going out on a nightly basis are less likely to be victims of assault. This finding is 
opposite of what might be expected. One potential explanation is that the violence indicator 
used here taps into rates of domestic assault. If this is the case, it is plausible that some residents 
are safer outside of the home because leaving the home provides refuge from violent domestic 
disputes. Overall the model is robust, with 55% of the variation in assault being explained. 

The results reported in Table 2 also reveal that gun availability influences gun assault. This 
finding lends support to the weapon instrumentality hypothesis. As levels of gun availability 
increase in this sample of cities, the rate of assaults involving guns also increases. This finding 
suggests that increasing the availability of guns increases the likelihood that a gun, as opposed 
to another weapon or no weapon at all, will be used in an assault. In all, 14% of the variation in 
gun assault is explained in this model.

I now turn to the effects of gun availability on robbery and gun robbery. The models exam-
ined are also reported in Table 2. The results reveal that gun availability influences both rob-
bery and gun robbery. These findings also lend support to both the weapon instrumentality and 
facilitation hypotheses. Age structure and family disruption influenced robbery victimization 
while sex ratio was found to influence gun robbery. Both the robbery and gun robbery models 
are relatively robust. Thirty-seven percent of the variation in robbery, and 35% of the variation 
in gun robbery was explained by the models examined here.

Discussion

This study was the first to examine the relationship between gun availability and crime in a 
cross-national sample of cities. Three competing hypotheses concerning this relationship were 
tested using LIML regression. The results lend some support to the weapon facilitation and in-
strumentality hypotheses. Gun availability significantly influenced the assault, gun assault, rob-
bery, and gun robbery rates in these cities. Notably, no support was found for Lott’s (2000; see 
also Lott & Mustard, 1997) hypothesis that increasing gun availability reduces rates of crime.

These results suggest that cities with high levels of gun availability will be characterized by 
more assaults and robberies. The fact that gun availability was found to influence total violent 
crime rates is surprising because it contradicts what has been found in previous research (Cook, 
1991). Apparently, for the cities sampled here, increasing gun availability provides an incen-
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tive for city residents to commit crime that they normally would not commit if guns were not 
available. Perhaps citizens in cities with high levels of gun availability feel emboldened by the 
power advantage afforded to them by the possession of a firearm. 

The significant results between gun availability and gun assault and gun robbery lend sup-
port to the weapon instrumentality hypothesis. The availability of guns seems to increase the 
likelihood that city residents will substitute a gun for another weapon or use a gun rather than 
no weapon at all. Under such circumstances, assaults and robberies that occur in cities with 
high levels of gun availability may be more serious or deadlier than assaults or robberies carried 
out in cities with lower levels of gun availability. In addition, these gun assaults and gun rob-
beries may be more likely to involve multiple victims. Although not directly tested here, these 
findings may also suggest that cities with higher levels of gun availability will be characterized 
by higher levels of homicide. This assertion seems plausible if one considers Zimring’s (1968; 
1972) argument that many violent altercations involve parties whose intentions are somewhat 
ambiguous, but where the introduction of a gun into the equation increases the likelihood that a 
violent dispute leads to death rather than injury (see also Phillips & Maume, 2007). When one 
considers the fact that gun availability was the most important predictor of both gun assault 
and gun robbery levels, it seems that Zimring’s (1968; 1972) hypothesis is applicable here. 
Although this study did not control for the intentions of the individual aggressors, the city level 
controls such as unemployment account for the factors that motivate people to commit crime. 
The fact that most of these controls were insignificant, while gun availability was significant, 
suggests that for this sample of cities the primary factor that determines whether a gun is used 
in a violent crime is the availability of guns.

Perhaps the most important finding here is that all of the processes discussed above were 
occurring in a diverse cross-national sample of cities. This study analyzed data from 39 cit-
ies located in nations in Africa, Asia, Eastern Europe, and South America. It is likely that the 
culture of each city in the sample was somewhat distinct. That is, the cultures of the cities 
included in the sample were different from one another and differed with the culture of most 
cities in Western Developed nations. Despite the cultural variation among cities, the find-
ings reported here are similar to those of similar studies that have examined the relationship 
between guns and crime in the United States and cross-nationally (Bordua, 1986; Bordua & 
Lizotte, 1979; Clotfelter, 1981; Hoskin, 2001; Killias et al., 2001; Kleck, 1979; Krug et al., 
1998; Lester, 1974; McDonald, 1999; McDowall & Loftin, 1983; Southwick Jr., 1997). This 
suggests that the relationship between guns and crime operates in a similar fashion across 
space and time, even in dramatically different cultures. The findings would be further sup-
ported if future research examining the relationship between gun availability and homicide 
in a cross-national sample of cities generated results that mirrored those of studies examining 
this relationship in the United States. 

The results from this study have numerous policy implications. First, these results suggest 
that the availability of guns has serious implications for levels of assault and gun assault in this 
sample of cities. These results suggest that serious discussions about the reduction of crime 
in these cities must consider methods to reduce levels of gun availability. Second, the results 
also show that, although guns are important, violence cannot be reduced unless other social 
problems, such as family disruption, are addressed. Therefore, policies should be developed to 
strengthen families or moderate the effect that family disruption has on violent crime.
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Despite the contributions made in this study, it is not without limitations. First, this study 
did not test for the relationship between gun availability and homicide. This is due to the fact 
that homicide data were not available for the sample of cities examined here. As mentioned 
above, this limits the extent to which the results from this study can be used to inform if and 
how weapon instrumentality operates in cities in a cross-national sample. Second, only a small 
number of respondents in each city reported being victims of gun assaults and gun robberies. 
In fact, none of the respondents in Bucharest, Budapest, Ljubljana, Seoul, Ulaanbaatar, and Vil-
nius reported being victims of gun robbery. Although the sampling procedures used to collect 
ICVS data were designed to generate a representative sample of the residents of each respective 
city, it is possible that extremely rare gun crimes were undercounted. If this was this case, it is 
possible that some aspect of the relationship between gun availability and gun crime was un-
derestimated. Third, the ICVS data were collected based on convenience sampling. There is no 
way to determine if the sample of cities examined here represents a random sample of all cities 
in the world. Therefore, the results here are not necessarily generalizable to other cities. 

A fourth limitation of this study is that the gun ownership measure used here did not 
distinguish between different types of guns. In the United States most crimes are committed 
with handguns. Shotguns and other types of firearms, on the other hand, are rarely used in the 
commission of crimes. If we assume that similar dynamics hold in other nations, the failure to 
distinguish between gun type makes it possible to falsely conclude that weapon instrumental-
ity effects are at work when other processes are actually causing levels of violence. This is 
especially true in nations such as South Africa, which have both high levels of violent crime 
and high levels of shotgun ownership among the middle class. A fifth limitation deals with 
the measurement of the exogenous variables used in this study. Due to the fact that questions 
have been raised about sampling procedures used in the ICVS, the exogenous measures used 
here may have been biased.

Despite the limitations mentioned above, the analyses performed here represent the first 
attempt to examine the relationship between gun availability and crime in a cross-national 
sample of cities. Although the research is exploratory in nature, it points to the continued need 
to examine the relationship between guns and violent crime at the cross-national level. If future 
research can find similar results, while controlling for the limitations mentioned above, the 
results reported here will be strengthened.



220 Altheimer—Guns and Crime (2010)

Appendix: Gun Ownership Levels and Crime Rates for Cities 
in these Analyses.

City Nation
Percent 

Gun 
Owners

Assault 
Rate

Gun 
Assault 

Rate

Robbery 
Rate

Gun 
Robbery 

Rate
Tirana Albania 14.29 5674.23 1735.65 5941.26 1134.85
Buenos Aires Argentina 28.30 10500.00 5900.00 8800.00 5900.00
Baku Azerbaijan .86 2258.06 215.05 1827.96 107.53
Minsk Belarus 5.53 2500.00 263.16 1513.16 263.16
La Paz Bolivia 8.51 10010.01 300.30 9209.21 200.20
Gaborone Botswana 4.01 13199.67 0.00 4344.19 501.25
Rio de Janeiro Brazil 9.00 7700.00 200.00 13600.00 13000.00
Sofia Bulgaria 6.98 3255.81 132.89 2126.25 132.89
Bogotá Colombia 10.83 15157.48 3149.61 13779.53 3149.61
San Jose Costa Rica 17.69 8701.85 1426.53 11126.96 998.57
Zagreb Croatia 10.38 2284.60 783.29 1305.48 261.10
Prague Czech Republic 9.33 6400.00 333.33 2000.00 466.67
Tbilisi Georgia 6.90 3000.00 700.00 2700.00 200.00
Budapest Hungary 4.82 4031.73 198.28 2379.38 0.00
Bombay India 1.20 5905.91 300.30 2202.20 200.20
Jakarta Indonesia 6.00 3500.00 0.00 1000.00 83.33
Seoul Korea 1.57 2202.64 0.00 440.53 0.00
Bishkek Kyrgyzstan 9.84 10107.10 200.80 2610.44 334.67
Riga Latvia 3.59 5389.22 399.20 4491.02 499.00
Maseru Lesotho 15.05 10693.07 2178.22 4554.46 396.04
Vilnius Lithuania 6.09 6290.96 262.12 4783.75 0.00
Skopje Macedonia 12.29 4714.29 285.71 1571.43 428.57
Ulaanbaatar Mongolia 6.17 7597.34 94.97 4083.57 0.00
Windhoek Namibia 22.15 11310.08 942.51 8765.32 1131.01
Lagos Nigeria 1.58 10869.57 1482.21 8596.84 4051.38
Panama City Panama 11.75 6541.02 1552.11 3436.81 1773.84
Asuncion Paraguay 29.30 6132.88 1022.15 10221.47 340.72
Manila Philippines 2.93 1333.33 266.67 466.67 66.67
Warsaw Poland 2.36 6786.05 188.50 6126.30 282.75
Bucharest Romania 1.79 5179.28 66.40 2257.64 0.00
Moscow Russia 8.07 5400.00 800.00 3733.33 933.33
Bratislava Slovak Republic 3.35 3619.91 181.00 1266.97 90.50
Ljubljana Slovenia 5.24 4841.27 476.19 1746.03 0.00
(Table continued on next page)
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City Nation
Percent 

Gun 
Owners

Assault 
Rate

Gun 
Assault 

Rate

Robbery 
Rate

Gun 
Robbery 

Rate
Johannesburg South Africa 18.34 14520.96 6137.72 10778.44 9655.69
Mbabane Swaziland 10.83 16699.80 1590.46 9244.53 994.04
Kampala Uganda 1.90 13927.86 1102.20 9819.64 1503.01
Kiev Ukraine 5.90 4700.00 500.00 6600.00 300.00
Belgrade Yugoslavia 28.61 9140.77 2468.01 1371.12 639.85
Lusaka Zambia 8.98 18529.13 668.58 7736.39 668.58
Note: All crime rates represent the number of crimes that occurred per 100,000 population of each city. 
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ABSTRACT
In keeping with increasing attention to crime victimization among U.S. senior adults, 
the present study contributes to the research literature on the unique characteristics of 
lethal violence against persons age 65 or older. It is based upon an analysis of 1985-
1994 eldercides in Chicago, Houston, and Miami, representing 4.8% (n=537) of all 
such homicides nationally for that time period. This research indicates that, when com-
pared to younger victims, older victims are significantly more likely to be female, to be 
killed by family members, and to be killed in the course of a robbery or other felony. The 
analysis also revealed significant differences among the three cities in victim-offender 
relationships, motivations, and methods for eldercide, as well as large differences in 
sex- and race/ethnicity-specific eldercide rates. This work extends our understanding 
of the unique characteristics of homicide against persons age 65 or older, with implica-
tions for criminal justice practitioners, social service providers and policymakers. 

Key Words: eldercide, victimization, homicide risks, persons age 65 
or older

INTRODUCTION

Homicide victimization among the elderly is a historically understudied crime. This is ac-
counted for, in part, by the fact that persons age 65 or older comprise only about 12% of the 
current U.S. population (U.S. Bureau of the Census, 2008). Also, senior adults are the least vic-
timized from crimes in general, and homicide in particular, of all age groups (Eve, 1985; Fat-
tah, 1993; Kennedy & Silverman, 1990; Johnson-Dalzine, Dalzine, & Martin-Stanley,1996). 
Specifically, from 1976-2005, an annual average of 1,014 persons age 65 or older were victims 
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of criminal homicide in the United States (FBI, 2006b). This compares to an annual mean of 
1,204 victims ages birth through 15 and 8,486 victims ages 16 to 29. Available data from the 
Bureau of Justice Statistics show that for the ten-year period of the present analysis (1985-
1994), there were an estimated 221,613 homicides in the United States. Of these, only 6.23%, 
or 11,598 involved victims aged 65 or older. The mean annualized elder homicide victimization 
rate of 3.7 per 100,000 compared to an overall U.S. homicide rate of 8.9 for this 1985-1994 
time period (FBI, 2006b).

The present study adds to the limited city-specific research of lethal violence against elder 
persons in the U.S. by analyzing their victimization in the cities of Chicago, Houston, and 
Miami for the period of 1985-1994. Among the compelling reasons for doing so are that those 
age 65 or older are the fastest growing segment of the U.S. population, with projections that 
seniors will account for 20% of all persons by 2030 (U.S. Bureau of the Census, 2008). And, as 
this proportion of the population lives longer, the unfortunate expectation is that the incidence 
and prevalence of crimes against the elderly may increase as well (Bachman & Meloy, 2008; 
Chu & Krauss, 2004). The Panel to Review Risk and Prevalence of Elder Abuse and Neglect of 
the National Research Council (2003, p. xiii) predicts that “both the occurrence and severity of 
elder mistreatment are likely to increase markedly over the coming decades, as the population 
ages, care-giving responsibilities and relationships change, and increasing numbers of older 
persons require long-term care.” 

Another important objective for additional research of elder homicide is that, despite sig-
nificantly lower overall risk, studies to date indicate that the characteristics of elder homicide 
(also referred to as “eldercide”) are different from that of younger victims. For example, when 
compared to younger homicide victims, older persons are more likely to die, or sustain serious 
injuries, from violent attacks (Chu & Krauss, 2004). Among homicide victims, there is also 
empirical evidence that elders are more likely than younger victims to be female (Abrams, 
Leon, Tardiff, Marzuk & Sutherland, 2007; Shields et al., 2004), killed at home (Abrams et al., 
2007; Nelsen & Huff, 1998), by strangers (Abrams et al., 2007; Nelsen & Huff, 1998), dur-
ing the commission of another felony (Bachman, Meloy & Block, 2005; Fox & Levin, 1991; 
Nelsen & Huff-Corzine 1998). 

By analyzing the characteristics of the homicide victimization of persons ages 65 or older 
across three of the ten largest U.S. cities during the 1980s and 1990s we are able to determine 
if findings from the limited previous research are comparable across three geographically and 
racially/ethnically diverse urban areas. As noted by Abrams et al. (2007, p.1666), “Clarification 
of the characteristics of elderly homicide victims could … inform the development of preven-
tive, age-sensitive interventions by physicians, social workers, adult protective workers, and 
law enforcement agencies.” Bachman and Meloy (2008) further accentuate the need for pri-
mary and secondary prevention efforts focused upon community dwelling elder persons who 
may be isolated or homebound and, thus, in need of unique protective interventions.

PREVIOUS RESEARCH 

Eldercide research to date has revealed important findings which illustrate that these crimes 
are unique among homicide offenses. For example, homicide of elderly women is generally a 
rare phenomenon, accounting for a little over 3% of all homicides in the United States (Safarik, 
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et al., 2002). However, among elders as a subgroup, there is city-specific evidence that females 
represent a much larger proportion of victims (Abrams et al., 2007; Shields, 2004).

In relation to the race/ethnicity of homicide victims, and notwithstanding the overall de-
cline in crime rates in the United States since the early 1990s, crime remains a major problem 
for African American elderly (Johnson-Dalzine et al., 1996). This is believed to be related to 
the deteriorating conditions in many of their neighborhoods and their close proximity to Af-
rican American men aged 20 to 29 – a population found to be disproportionately involved in 
violent crimes. The U.S. Department of Justice statistics for 1994 indicated that older African 
Americans were victimized at a rate twice that reported for White American seniors in sev-
eral crime categories, including community and household crimes. The overall rate of violent 
crime victimization among African American elderly was 7.6 per thousand, compared to 3.6 
per thousand for White American elderly (Johnson-Dalzine et al.,1996). More recently, Chu 
and Krauss’ (2004) analysis of NIBRS data to predict fatal assaults among the elderly revealed 
that elderly Whites were slightly more likely than elderly African Americans to be homicide 
victims. In the present city-level study, we compute sex- and race/ethnicity-specific rates of 
victimization among elderly homicide victims. 

Based upon Supplementary Homicide Reports from 1976-1985, Fox and Levin (1991) 
found that, although the elderly are at the least risk for homicide generally, in the case of rob-
bery, they were 3.36 times more likely to be fatally assaulted. Also, using data from the Na-
tional Incident-Based Reporting System (NIBRS) for the period 1995 to 1996, Chu and Kraus 
(2004) studied the factors that could explain death as the outcome of assault with particular 
attention to the elderly age group. Their analysis indicated that the assault fatality rates (num-
ber of deaths per 100 assaults) for elderly victims were much higher than victims younger than 
65, regardless of their relationship to the offender and weapon used (Chu & Krauss, 2004). 
This is consistent with research which indicates that the elderly are more likely than younger 
persons to suffer serious injury and require hospitalization from non-lethal assaults (Bach-
man, Dillaway, & Lach, 1998). 

Previous studies also indicate that there are differences in methods used to commit ho-
micide against older persons. According to Stevens et al.’s (1999) analysis of the 1996 Sup-
plementary Homicide Report, a total of 35% of homicides among older adults for that year 
involved firearms, with 72% of these involving a handgun. But compared to homicides of 
younger victims, this was actually a smaller percentage. These researchers found that the 
other most common methods used for homicides against the elderly for that year were cutting 
(23%), blunt objects (14%), bodily force (11%), and strangulation (4%). In a follow-up analy-
sis, using National Center for Health Statistics data, these same researchers (Stevens et al., 
1999) found that the relative proportions of methods used changed only slightly from 1987 to 
1996. Most recently, Bachman & Meloy’s (2008) analysis of U.S. lethal and non-lethal elder 
violent victimization for the years 1976-2004 revealed that elder victims were more likely 
than younger victims to be killed by family members, by methods other than firearms, and in 
the course of another felony (primarily robbery).

We note that there are a small number of city-specific studies of eldercide which the cur-
rent analysis is intended to augment. Using Chicago homicide data for 1975-1982, Nelsen and 
Huff-Corzine (1998) found that older homicide victims were significantly more likely to be 
socially distant from their offenders and to have been killed in theft-related incidents than their 
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younger counterparts. A more recent analysis of Chicago homicides also indicates that rob-
bery- related homicides are significantly more prevalent for victims age 65 or older.(Bachman, 
Meloy, & Block, 2005). Block’s (2006) research of the oldest old, those age 80 and older, in 
Chicago for the period of 1965 to 2000 indicated the vast majority of homicide victims were 
killed in their own homes. Specifically, this was the case for 67% of the 101 male victims and 
74% of the 128 female victims.

Shields et al. (2004) examined autopsy cases of 74 persons age 60 or older, for the period 
of 1992-2001 in Louisville, Kentucky. Of these, 52 were classified as homicide, and 22 deaths 
were suspicious for neglect. Whereas, national statistics indicate that males account for 75-
80% of homicide victims across all age groups, this city-specific analysis of eldercide revealed 
that almost 40% of the homicide cases and over 45% of death from neglect cases were female. 
The mean age of the homicide victims was 72.1 years. It is also important to note that the de-
ceased neglect subjects were almost ten years older (an average age of 79.9 years) than the liv-
ing victims of neglect, whose average age was 70.3 years. The method of killing among the 52 
homicide cases (four of whom involved a combination of methods) included firearms (42.3%), 
beating (36.5%), stabbing (19.2%), and asphyxia (9.6%). 

Another city-specific study is that of Abrams et al. (2007), who analyzed all 1990-1998 
medical examiner-certified homicides in New York City, for victims aged 18 or older. They 
found that characteristics of homicide in non-elderly adults did not apply to the elderly. Those 
aged 65 years and older were more likely to be female, White, to have been killed by non-
firearm injuries, and to have been killed in their own homes. 

The three cities selected for the present study—Chicago, Houston, and Miami—share criti-
cal characteristics of interest yet are diverse enough to increase the generalizability of these 
research findings to other urban areas of the U.S. Their common features include dramatic ho-
micide increases followed by decreases during the 1985-1994 period. Uniform Crime Reports 
(FBI, 1986-1995) indicated mean annualized overall homicide rates for the 10-year period of 8.9 
persons per 100,000 nationally, compared to 27.66 for Chicago, 26.59 for Houston, and 34.49 
for Miami. This mirrors the experience of other large U.S. cities, including New York City and 
St. Louis, during this time period (Riley, Lattimore, Leiter, & Trudeau, 1997) 

The cities of Chicago, Houston, and Miami also differ in important ways of interest in this 
investigation. For example, they range in 1990 population from 360,000 in Miami to 1.6 million 
in Houston, to 2.8 million in Chicago. In turn, their differences in land mass account for wide 
variation in relative population density, a significant factor in previous macro analyses of homi-
cide (Land, McCall, & Cohen, 1990). This density ranges from 12,300 persons per square mile 
in Chicago, to 10,000 in Miami, to only about 3,000 in Houston. Because we are also compar-
ing race-specific homicide characteristics between older and younger victims, the variation in 
each of these factors across the three cities is noteworthy. Approximately two-thirds of the 1990 
population of Miami was Hispanic, 25% were non-Hispanic Black, and 13% were non-Hispanic 
White/Other. In Houston, more than one-fourth of its residents were Hispanic, 27 percent were 
Black and 45 percent were non-Hispanic White/Other. The 1990 population of Chicago was 
20% Hispanic, 39% Black, and 41% non-Hispanic White/Other (U.S. Census Bureau, 1993) 
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Research Questions

To learn more about city-level, age-stratified homicide characteristics of eldercide over a 
significant time period in U.S. homicide, we answer the following questions in this study:

1)	 What is the prevalence of eldercide victims nationally and within the cities of Chicago, 
Houston, and Miami for the period of 1985-1994? 

2)	 How do the incidence and characteristics of homicide involving persons age 65 or 
older compare to those of younger victims?

3)	 Do the characteristics of eldercide vary significantly across the cities of Chicago, 
Houston, and Miami?

4)	 What are the relative sex- and race/ethnicity-specific homicide risks to elderly persons 
among the three cities?

METHODOLOGY

Data for this project are taken from the cities of Chicago, Houston, and Miami. A multi-city 
homicide data file for 1985-1994 was originally compiled under the auspices of the National 
Consortium on Violence Research (NCOVR) Data Center at Carnegie-Mellon University. The 
creation of this database was preceded by independent data collection efforts of researchers in 
the respective cities (Block, 1987; Block & Block, 1992; Brewer, Damphousse, & Adkinson, 
1998; Martinez, 2000; Martinez & Lee, 1999; Titterington & Damphousse, 2003) Details of 
homicide incidents for each city were extracted from a combination of police murder logs and 
narratives, personal interviews, and newspaper accounts (For example, see Paulsen, 2003, for 
a discussion of this process in Houston). Along with reducing the amount of missing data in 
UCR Supplementary Homicide Reports, this three-city file also includes the motive and loca-
tion (indoors/outdoors) for the majority of homicide incidents. Though these data were origi-
nally compiled for the spatial analysis of juveniles, gangs, drugs, and guns (Blumstein, 1995; 
Blumstein & Cork, 1995), the file provides a unique, and as yet untapped, data source from 
which to better understand eldercide as well. The resulting three-city data file includes 14,443 
cases of homicide, accounting for 6.5% of all U.S. homicides for the ten-year time period. In 
98.7% of these cases (n=14,262) victim age was known; these incidents include 537 victims 
and 146 offenders age 65 or older. Based on FBI SHR data, these 537 cases account for 4.8% 
of all eldercides nationally during this time period. 

Variables and Coding
The unit of analysis in this study is the homicide victim. The deaths of these 14,443 crime 

victims were classified by the original law enforcement investigators as resulting from murder 
and non-negligent manslaughter, defined as “the willful (non-negligent) killing of one human 
being by another” (FBI, 2006a). The calculation for age, race/ethnicity, and gender-specific 
homicide rates is: Homicide Rate = I/P x 100,000, where I = the total number of homicide vic-
tims in the respective category (e.g., those age 65 or older) for the 1985-1994 time period, and 
P = the total population of that categorical group for 1990 (U.S. Bureau of the Census, 2000). 
These 1990 population figures represent the midpoint of the 1985-1994 time period and serve 
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as a proxy for a mean annualized number of persons for the respective age, race/ethnicity, and 
gender categories. As with other FBI crime statistics, each quotient is then standardized per 
100,000 persons.

For this analysis of eldercide, dummy codes were created for each of the factors under 
investigation. Victim age was dichotomized as 0=younger than age 65, 1=age 65 or older; 
similarly, victim and offender gender was coded as 0=male and 1=female. Victim and offender 
race/ethnicity included codes of 1 = Non-Hispanic White, 2 = Black, 3 = Hispanic, and 4 = 
Asian/Other. Primary homicide motive was coded as 1 = domestic violence (intimate partner 
or family), 2 = argument, 3 = gang-related, 4 = drug-related, 5 = robbery, 6 = other felony 
(including aggravated assault and sexual assault), and 7 = other, unspecified. Offense location 
was also dichotomized as 0=indoors (including residence/apartment or house, residence/yard 
and retail settings) and 1=outdoors (including streets, alleys, parking lots, vacant lots, parks, 
and vehicles). The four categories of victim-offender relationship in this analysis include 1 = 
intimate partner, 2 = other family, 3 = friend/acquaintance, and 4 = stranger. The final factor 
under consideration in this analysis was weapon, coded as 1 = firearm, 2 = knife/sharp object, 
3 = hands/feet, 4 = blunt object, 5 = strangulation/ligature, 6 = arson/vehicle/other, and 7 = 
unspecified (but not a missing value). 

This study is conducted using SPSS, Version 15. We first determine the overall and elder-
cide victimization rates for Chicago, Houston, and Miami, relative to national rates. Next, de-
scriptive analyses are performed to compare age-stratified homicide victimization across these 
three cities for the ten-year period under investigation. Pearson chi-square tests were employed 
to ascertain any significant differences between elder and younger victims, based upon vic-
tim sex, race-ethnicity, offender age, sex, race-ethnicity, victim-offender relationship, motive, 
method, and incident location. Finally, the 537 cases of eldercide are examined to see if there 
are significant differences in their characteristics across the three cities, including variation of 
sex- and race/ethnicity-specific rates. 

RESULTS

Question 1: What is the prevalence of eldercide victimization nationally and within the cit-
ies of Chicago, Houston and Miami for the period of 1985-1994?

Figure 1 (next page) shows overall and age-stratified homicide rates for the U.S. and the 
three cities within this analysis for 1985-1994. As earlier noted, the annualized mean homi-
cide victimization rate nationally was 8.9 per 100,000, according to Uniform Crime Reports 
data (FBI, multiple years). This compares to overall homicide rates of 41.5 in Miami, 30.1 in 
Houston, and 28.8 in Chicago, based on rate computations from the NCOVR homicide data. In 
looking at homicide victims age 65 or older, it is clear that their relative risk of victimization 
is also dependent upon homicide levels of the cities in which they live. Though their homicide 
victimization rates are small in these three high-crime cities, each is still 3-4 times greater than 
the mean annual rate for this age group nationally during the ten-year time period of this analy-
sis. Specifically, whereas the mean eldercide rate nationally was 3.7 per 100,000, it was 11.8 
per 100,000 elders in Miami, 11.6 in Houston, and 9.4 in Chicago. This serves to validate the 
contention that, though national rates of eldercide have remained at 3-5 per 100,000 for many 
years, this risk changes dramatically based upon the city in which these persons actually live. 
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Question 2: How do the incidence and characteristics of homicide involving persons age 
65 or older compare to those of younger victims?

Table 1 (next page) provides the answers to this question. As earlier noted, we examine 
the 98.7% of 14.443 cases (n=14,262) for which victim age was known. Crosstabulations of 
all other factors with the dichotomous victim age category (< age 65 = 0; age 65+=1) were 
first conducted with only those cases for whom all values were known, and then with all cases, 
including those with missing values for particular variables. Because the variables shown to be 
significant, as well as their levels of significance, were the same in each instance, we describe 
the results using all cases, with the number of variable-specific missing values noted. 

As shown in Table 1, there was a statistically significant (p<.05) difference across the three 
cities in the proportion of homicide victims who were age 65 or older, with fewer elderly vic-
tims in Houston and more than expected by chance alone in Miami. Persons age 65 or older 
accounted for 3.3% (n=157) of the homicide victims in Houston, 3.9% (n=310) in Chicago, and 
4.7% (n=70) in Miami. For all other factors in this analysis, there were statistically significant 
(p < .001) differences in demographic and incident characteristics of these lethal events, based 
on the two victim age categories. Specifically, females accounted for almost 40% of the total 
(36.7%) among older homicide victims but only 16.5% of victims younger than age 65. As for 
the race/ethnicity of victims, the percentage of elder victims who were non-Hispanic White 
(34.9%) was almost three times greater than among victims younger than age 65 (12.7%). Also, 
only one-tenth (9.9%) of elder victims, but 22.5% of younger victims, were Hispanic.
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Table 1. Frequency and Percentage of Age-Stratified Homicide 
Victimizationby Selected Characteristics in Chicago, 

Houston and Miami, 1985-1994 (N=14,262)
Variable Age 65 or Older (n=537) Younger Than 65 (n = 13,725)
City* Percentage Number Percentage Number

Chicago 3.9 310 96.1 7,689
Houston 3.3 157 96.7 4,632
Miami 4.7 70 95.3 1,404

Victim Sex* 
Female 36.7 197 16.5 2,258
Male 63.3 340 83.5 11,465
   (Missing =2)

Victim Race/Ethnicity**
White 34.9 187 12.7 1,735
Black 54.1 290 63.3 8,613
Hispanic 9.9 53 22.5 3,070
Asian/Other 1.1 6 1.5 198
   (Missing =110)

Offender Age**
<16 Years 3.4 12 4.0 399
16-25 31.2 109 47.7 4,803
26-45 42.7 149 40.4 4,066
46-64 13.2 46 6.9 693
>65 Years 9.5 33 1.1 113
   (Missing =3,839)

Offender Sex**
Female 16.1 61 10.3 1,105
Male 83.9 317 89.7 9,662
   (Missing 3,117)

Offender Race/Ethnicity**
White 18.8 72 9.2 983
Black 68.8 264 66.8 7166
Hispanic 9.6 37 21.3 2282
Asian/Other 2.9 11 2.7 290
   (Missing =3,157)

(Table continued on next page.)
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Based on the 73% of cases for whom offender age was known, this analysis also revealed 
significant differences in offender characteristics for these two age groups of homicide victims. 
Whereas, almost half (47.7%) of the victims younger than age 65 were killed by 16–25-year-
olds, this age group perpetrated less than a third of the eldercides. Instead, almost one-fourth 
(22.7%) of known eldercide offenders were age 46 or older, including five offenders between 
85 and 90 years of age. Offender sex was also significantly different between the two age 

Table 1. Frequency and Percentage of Age-Stratified Homicide 
Victimizationby Selected Characteristics in Chicago, 
Houston and Miami, 1985-1994 (N=14,262) (continued)

Variable Age 65 or Older (n=537) Younger Than 65 (n = 13,725)
City* Percentage Number Percentage Number
Victim-Offender Relationship**

Intimate partner 8.2 26 11.2 912
Other family 23.6 75 13.7 1112
Friend/Acquaintance 35.5 113 47.0 3,819
Stranger 32.7 104 28.1 2,289
   (Missing =5,812)

Primary Motivation**
Domestic Violence 8.1 37 9.2 1,086
Argument 24.2 111 36.9 4,368
Gang-related 0.0 0 9.8 1,158
Drug-related 6.5 30 13.6 1,614
Robbery 39.0 179 11.2 1,332
Other felony 6.1 28 2.0 235
Unspecified 16.1 74 17.4 2,056
   (Missing = 1,954)

Method**
Firearm 24.4 130 56.0 7,639
Knife/sharp object 30.6 163 16.5 2,256
Hands/feet 12.6 67 4.3 581
Blunt object 14.3 76 4.4 595
Strangulation/ligature     2.8 15 .9 120
Arson,Vehicle,Other 15.2 81 18.0 2,452
   (Missing = 87)
Location**
Indoors 81.5 422 44.9 5,903
Outdoors 18.5 96 55.1 7,239
   (Missing = 602)

*p < .05   ** p < .001
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groups of homicide victims, with females representing 16.2% of eldercide perpetrators, com-
pared to only 10.2% of persons committing homicide against younger victims. In terms of 
offender race/ethnicity, there were very similar percentages of both age groups of homicide 
victims who were killed by Black offenders, accounting for 68.1%of eldercides and 66.6% of 
homicides of younger persons. Yet, twice the percentages of elder victims (19%) than younger 
victims (9.8%) were killed by Non-Hispanic White offenders. As was the case for the racial/
ethnic distribution of victims, Hispanics made up 22.2%of the perpetrators who killed non-
elderly persons, but only 10.4% of the offenders of elder homicide victims. 

We also examined age-specific differences in victimization based upon homicide mo-
tive and victim-offender relationship. Consistent with previous research (Bachman & Meloy, 
2008), robbery or another felony was the motive in well over half (53.9%) of the eldercides 
in all three cities for this ten-year period. By contrast, only 16.8% of younger persons became 
homicide victims in the course of another felony. There were also significant differences in 
the distribution of victim-offender relationships of older versus younger homicide victims. 
Intimate partners and other family members, in combination, were the known offenders in 
31.8% (n=101) of the cases of eldercide, compared to 24.8% of the cases involving younger 
victims. However, we note as well that intimate partners were the perpetrators in only 8.2% of 
eldercides, compared to 11.2% of homicides involving younger victims. Though the special 
circumstance of intimate partner homicide-suicide among older persons is of current interest in 
the research literature (Cohen, Llorente, & Eisdorfer, 1998; Malphurs & Cohen, 2005), there is 
empirical evidence of an inverse relationship between age and intimate partner homicide risk 
(Shackelford, Buss, & Peters, 2000).

For younger victims, the lower percentage of family perpetrators was offset by the finding 
that almost half (46.8%) were killed by friends or acquaintances, compared to this victim-
offender relationship for one-third (33.9%) of older homicide victims. Research regarding the 
proportion of elders whose perpetrators were strangers has been equivocal, and, in this study, 
the two victim age groups had similar percentages of such offenders. We note, however, that 
the victim-offender relationship was not specified in 41% of the cases. Though this leaves open 
the prospect that an even larger proportion of eldercide victims were killed by strangers, re-
search (Decker, 1993; Regoeczi & Miethe, 2003) suggests that it may be erroneous to assume 
that victim-offender relationships originally classified as “stranger” or “unknown” indicate that 
the perpetrator was a stranger.

Finally, a comparison was made of homicide method and incident location, and there were, 
once again, significant differences (p < .001) between the two age categories of victims. Fire-
arms, which have long been the predominate method in homicides nationally, were used in 
almost two-thirds (64.6%) of cases with victims younger than age 65. Yet guns of any kind 
were used for only one-fourth (24.4%) of eldercide incidents. Alternatively, a larger propor-
tion (30.6%) of eldercides were committed with knives, or a combination of hands/feet or 
blunt objects (26.9%). As for the location of these homicide incidents, those involving younger 
victims were fairly evenly divided between indoor and outdoor settings, at 44.9% and 55.1%, 
respectively. The case is significantly different for elder victims, for whom 81.5% of incidents 
occurred indoors.
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Question 3: Do the characteristics of eldercide vary significantly across the cities of Chi-
cago, Houston, and Miami?

While the findings to this point comport with previous research indicating that the char-
acteristics of eldercide are often different from that of younger victims, we explore as well 
whether there are significant differences in this age-specific subgroup of homicide victims 
across three major U.S. cities. The answers to this question are shown in Table 2. As in the 
previous stage of this analysis, we analyzed these data both with and without cases that con-
tained missing values. Using the full population of cases, offender sex (p < .054) fell just above 
the p < .05 delimiter for statistical significance. Otherwise, the same factors were significant 
in both the full and more limited files, so the full file is used in this stage of the analysis. The 
crosstabulation of eldercide characteristics indicated significant differences in the distribution 
of victim and offender race/ethnicity, victim-offender relationship, motive, and method based 
upon whether the victim was a resident of Chicago, Houston, or Miami. 

Table 2. Comparative Characteristics of Eldercide across 
Chicago, Houston, Miami, 1985-1994

Chicago (n=310) Houston (n=157) Miami (n=70)
Variable Percentage Number Percentage Number Percentage Number
Victim Sex

Female 38.1 118 36.3 57 31.4 22
Male 61.9 192 63.7 100 68.6 48

Victim Race/Ethnicity*
White 31.6 98 44.2 69 28.6 20
Black 64.2 199 46.8 73 25.7 18
Hispanic 3.5 11 7.1 11 44.3 31
Asian/Other .6 2 1.9 3 1.4 1
     (Missing = 1)

Offender Age
<16 Years 4.9 11 1.1 1 0.0 0
16-25 32.1 72 31.5 29 24.2 8
26-45 44.6 100 37.0 34 45.5 15
46-64 11.2 25 16.3 15 18.2 6
>65 Years 7.1 16 14.1 13 12.1 4
      (Missing = 188)

Offender Sex
Female 17.8 41 18.0 18 4.2 2
Male 82.2 189 82.0 82 95.8 46
     (Missing = 159)

(Table continued on next page.)
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Table 2. Comparative Characteristics of Eldercide across 
Chicago, Houston, Miami, 1985-1994 (continued)

Chicago (n=310) Houston (n=157) Miami (n=70)
Variable Percentage Number Percentage Number Percentage Number
Offender Race/Ethnicity*

White 16.3 37 30.2 32 5.9 3
Black 78.4 178 55.7 59 52.9 27
Hispanic 4.8 11 9.4 10 37.3 19
Asian/Other .4 1 4.7 5 3.9 2
     (Missing = 153)

Victim-Offender Relationship*
Intimate partner 10.1 23 4.8 3 9.7 0
Other family 14.5 33 58.1 36 21.4 6
Friend/Acquaintance 43.4 99 3.2 2 42.9 12
Stranger 32.0 73 33.9 21 35.7 10
      (Missing = 219)

Primary Motivation*   
Domestic Violence 7.0 17 9.6 15 8.5 5
Argument 32.5 79 12.1 19 22.0 13
Gang-related 0.0 0 0.0 0 0.0 0
  Drug-related 7.8 19 7.0 11 0.0 0
  Robbery 40.3 98 32.5 51 50.8 30
  Other felony 5.8 14 5.1 8 10.2 6
  Other, unspecified 6.6 16 33.8 53 8.5 5
       (Missing = 78)

Method*
  Firearm 14.2 44 38.3 59 39.7 27
  Knife/sharp object 32.6 101 27.9 43 27.9 19
  Hands/feet 16.1 50 7.1 11 8.8 6
  Blunt object 15.2 47 13.0 20 13.2 9
  Strangulation/ligature     0 0 7.8 12 4.4 3
  Arson, Vehicle, Other 21.9 68 5.8 9 5.9 4
       (Missing = 5)

Location*
  Indoors 82.6 256 84.3 118 70.6 48
  Outdoors 17.4 54 15.7 22 29.4 20
        (Missing =19)

*p< .05    ** p < .001
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Whereas approximately one-third of Chicago’s and Miami’s eldercide victims were Non-
Hispanic White, this group accounted for 44.3% of the victims in Houston. Almost two-thirds 
(64.2%) of the elder homicide victims in Chicago, less than half (46.8%) of those in Houston 
and only 25.7% (n=18) in Miami were Black. By comparison, Hispanic eldercide victims ac-
counted for 44.3 percent of the total in Miami, but only 7.1% of victims in Houston and 3.5% 
of elder victims in Chicago. Because the racial/ethnic representation of eldercide victims and 
offenders across these cities is driven in part by their relative distributions within each city’s 
population, we compute population-based rates for each sex- and race/ethnicity-specific sub-
group of elders later in this study.

Among the 71.5% of cases where the race/ethnicity of the eldercide offender was known, 
there was also a significant difference among the three cities. The vast majority of known 
Chicago eldercide offenders (78.4%) were Black, whereas they comprised just over half of 
the offenders in Houston (55.7%) and Miami (52.9%). Hispanics represented only 4.8% of 
known offenders in Chicago and 9.4% in Houston, but 37.3% in Miami. We note that the rela-
tive racial/ethnic proportions of offenders track with those of eldercide victims in each city, 
with the notable exception of their being twice the percentage of Black eldercide offenders 
than victims in Miami. Though this finding could indicate a higher incidence of inter-racial 
events with Black offenders in that city, it may also be an artifact of more missing data for 
Non-Black homicide offenders. 

This analysis also revealed statistically significant (p < .001) differences in the victim-
offender relationships and motives for eldercide across these three cities. As shown in Table 2, 
victim-offender relationship data were available for 59.2% of all cases, and homicide motive 
was indicated in 85.5% of cases. Whereas intimate partners were the known perpetrators in 
approximately 10% of eldercides in both Chicago and Miami, they accounted for less than 5% 
of the incidents in Houston. By contrast, almost 60% of the known offenders of elder homicide 
in Houston were other family members. For both Chicago and Miami, over 40% of these elder 
homicides were perpetrated by friends or acquaintances of the victim, though these accounted 
for only 3.2% of the victim-offender relationships in Houston. In all three cities, approximately 
one-third of identified offenders were categorized as strangers.

In keeping with the distribution of victim-offender relationships, significant differences (p 
< .001) were also found in homicide motives. Though only 12.1% of Houston eldercides began 
as arguments, such incidents accounted for 22% of the total in Miami and almost one-third 
(32.5%) in Chicago. We note again that the original data file was created with an emphasis on 
gangs, guns, and drugs. For this reason, we are able to determine that 7.8% of Chicago elder-
cide incidents and 7.0% of those in Houston were classified as drug related. Future research 
will, ideally, allow for a closer examination of such incidents, to determine if they stem from 
interactions involving illicit (e.g., drug trade) or licit (e.g., stealing prescription medication) 
substances. Though the former is generally the basis for a drug-related classification by the 
police, the latter may be of increasing importance where an increased use of prescription medi-
cations among elders is concerned.

Our findings are in keeping with previous research on the disproportionate representation 
of elder victims in robbery-related incidents, in that these were the classified motives in over 
40% of Chicago cases, 32.5% of Houston cases, and 50.8% of those in Miami. Importantly, 
the combination of drug-related, robbery, and other felony incidents account for almost half 
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(44.6%) of all eldercides in Houston and in Chicago (44.6%) and over half of those in Miami 
(61.0%). Previous research of eldercide in Chicago (Bachman, Meloy, & Block, 2005; Repp &  
Block, 2006) from 1965 forward has indicated that robbery was disproportionately the motive 
in cases involving the killing of senior adults. Similarly, McCabe and Gregory (1998), in their 
NIBRS-based analysis of elderly crime victimization in North Carolina, found that those age 
65 or older were almost four times more likely to be victims of robbery than younger persons. 

We noted in the earlier comparison of eldercides to homicides of younger persons that 
elders were significantly less likely to have been killed with firearms. In this subsequent ex-
amination of city-specific eldercide incidents, significant (p < .001) differences in homicide 
method were found. Though firearms accounted for only 14.2% of Chicago homicides, this 
was the method of killing in almost 40% of cases in both Houston (38.3%) and Miami (39.7%). 
Also, whereas approximately one-third of cases in all three cities involved knives or other 
sharp objects, a larger proportion of incidents involved hands/feet or blunt objects in Chicago 
(31.3%) than in Houston (20.1%) or Miami (22.0%). Finally, there was a significant (p < .05) 
difference by location of the homicide incident, with a larger than expected number of those 
cases in Miami occurring outdoors.

Question 4: What are the relative sex- and race/ethnicity-specific homicide risks to elderly 
persons among the three cities?

We have noted the racial/ethnic diversity across these three cities, as well as the higher 
proportion of female elder homicide victims when compared to the sex distribution of younger 
victims. In the last stage of this exploratory analysis, to more precisely assess elders’ relative 
sex- and race/ethnicity-specific risk of homicide victimization, we have computed homicide 
rates for each of these subgroups within the cities of Chicago, Houston, and Miami. In this 
case: Sex- and Race/Ethnicity-Specific Eldercide Rate = I/P x 100,000, where I = the total 
number of elder homicide victims in the respective category (e.g., Hispanic male) in each city 
for the 1985-1994 time period and P = the total elder population of that categorical group for 
1990 (U.S. Bureau of the Census, 2006). Each quotient is then standardized per 100,000 per-
sons, and the annualized mean eldercide rate for the ten-year period is computed. The results 
are shown in Table 3.

Table 3. Mean Annualized City-Specific Eldercide Rates by Sex 
and Race/Ethnicity of Victims: Chicago, Houston, Miami, 1985 – 1994.

 Chicago Houston Miami
Overall 1990 Population 2,783,726 1,630,553 358,548
Population  Age 65+ 330,182 136,684 59,347
Elderly Homicide Victims 65+ 310 157 70
Overall Eldercide Rate 9.39 11.49 11.80

White Elder  Male Popluation 73,258 30,416 17,664
White Elder Male Victims 47 34 11
White Male Eldercide Rate 6.42 11.18 6.23
(Table continued on next page.)
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When controlling for the number of persons age 65 or older in each of the three cities of 
this investigation, the overall eldercide rates ranged from 9.39 per 10,000 in Chicago to 11.49 
in Houston and 11.80 in Miami. This compares to the previously-reported overall U.S. elder-
cide rate of only 3.7 for this time period. We also found that the relative risk by sex and race/
ethnicity varies widely.

In Chicago, elder Black males and females were each at greater risk of homicide victimiza-
tion than all other sex- and race/ethnicity-specific groups. More specifically, the Black male 
eldercide rate in this city was almost six times higher than that of Non-Hispanic White males, 
3.7 times greater than the Hispanic male rate, and exceeded the rate for Asian/Other males by 

Table 3. Mean Annualized City-Specific Eldercide Rates by Sex and 
Race/Ethnicity of Victims: Chicago, Houston, Miami, 1985 – 1994. (continued)
 Chicago Houston Miami
White Elder Female Popluation 123,468 47,945 26,149
White Elder Female Victims 51 35 9
White Females Eldercide Rate  4.13 7.30 3.44

Black Elder Male Popluation 37,902 12,983 2,712
Black Elder Male Victims 136 54 14
Black Male Eldercide Rate 35.88 41.59 51.62

Black Elder Female Population 60,279 19,603 4,372
Black Elder Female Victims 63 19 4
Black Female Eldercide Rate 10.45 9.69 9.15

Hispanic  Elder Male Population 8,310 6,295 17,311
Hispanic  Elder  Male Victims 8 8 22
Hispanic  Male Eldercide Rate  9.63 12.71 12.71

Hispanic  Elder Female Population 10,973 9,008 26,399
Hispanic  Elder Female Victims 3 3 7
Hispanic Female  Eldercide Rate 2.73 3.33 2.65

Asian/Other  Elder  Male Population 7,031 5,414 1,039
Asian/Other  Elder  Male Victims 1 3 1
Asian/Other  Male Eldercide Rate 1.42 5.54 9.62

Asian/Other  Elder Female Population 8,961 5,020 1,411
Asian/Other  Elder Female Victims 1 0 2
Asian/Other Female Eldercide Rate 1.12 0.00 14.17
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a factor of 25. For Black elder females in Chicago, their relative risk of homicide victimization 
was 2.5 times greater than that of elder White females, 3.8 times greater than for non-Hispanic 
females and exceeded the rate for Asian/Other elder females by a factor of nine.

As shown in Table 3, the story in Houston is one in which the elder Black male eldercide 
rate was 41.59 per 100,000, over three times greater than the risk for Hispanic (12.71) and Non-
Hispanic White (11.18) males. Also, the homicide rates of both Black and Non-Hispanic White 
elder females (9.69 and 7.30, respectively) were higher than those of Hispanic females (3.33) 
as well as Asian/Other males (5.54). There were no female Asian/Other eldercide victims re-
corded for this time period in Houston. 

In Miami, contrary to what some might except in this predominantly Hispanic city, but 
consistent with our findings for Chicago and Houston, the rate of Black male homicide far ex-
ceeded that of all other groups of eldercide victims. The relative risk to Black males, at 51.62, 
was four times greater than for elder Hispanic males (12.71) and over eight times greater than 
the rate for Non-Hispanic White males (6.23). We also note that, though their were only two 
Asian/Other female eldercide victims and one Asian/Other male eldercide victim, the low num-
bers of these two subgroups among the Miami population resulted in rates of 14.17 and 9.62 
per 100,000, respectively. For the ten-year period covered by this analysis, the relative risk to 
elder non-Hispanic White and Hispanic females was only a fraction of that for all other sex- 
and race/ethnicity-specific subgroups.

Summary and Discussion

Empirical work on the incidence of homicide against older persons has been slow to de-
velop, and even less has been conducted at the city level. For these reasons, and to examine a 
previously untapped database, this exploratory study has examined eldercide across the cities 
of Chicago, Houston, and Miami, for the period 1985-1994. These data included victim age 
for 98.7% (n=14,262) of the total 14,443 recorded homicide victims. Among these three cities, 
there were 537 recorded cases of criminal homicide against persons age 65 or older. 

Our findings indicate that, though the relative homicide victimization rate of elders was 
small in these three high-crime cities, it was still 3-4 times greater than the mean annualized 
rate for this age group nationally for the ten-year period of this analysis. Also, when compared 
to younger persons, there was a significantly larger proportion of eldercide victims who were 
female and Non-Hispanic White as well as a larger than expected number for whom the of-
fender was also Non-Hispanic White and female. We also found that elder victims were more 
frequently killed by middle-aged to older offenders. Among known victim-offender relation-
ships, similar proportions of older and younger victims were killed by strangers, but twice the 
proportion of elder versus younger victims were killed by family members. Among all elder-
cides, over half of the incidents were motivated by robbery or another felony, compared to less 
than 20% of such incidents with younger victims. Yet only 25% of eldercides, compared to 
65% of other homicides, were committed with guns. For elders across all three cities, 30% were 
killed with knives or other sharp objects, and 25% were killed with hands/feet or blunt objects. 
Our findings also revealed that over 80% of elder victims were killed indoors.

In a city-by-city examination of eldercide cases across these three major urban areas we 
found that almost half of the eldercide victims in Houston were killed by family members, 
whereas friends and acquaintances accounted for the largest proportions of offenders in Chi-



244 Titterington and Reyes—Elder Homicide (2010)

cago and Miami. Among cases where the victim-offender relationship was available, approxi-
mately 30% of eldercide victims in all three cities were killed by strangers. Also, though 
elders were significantly less likely than younger homicide victims to have been killed with 
firearms, this was the method used against almost 40% of eldercide victims in both Houston 
and Miami. Among the 310 eldercide cases in Chicago, 20% of victims were killed with their 
assailants’ hands and feet. 

By examining the sex- and race/ethnicity-specific rates of eldercide across these three major 
U.S. cities, additional important findings emerged. When controlling for the respective popula-
tion of these subgroups in each city, there were notable differences in risk. In all three cities, the 
eldercide rates of Black males far exceeded those of all other sex- and race/ethnicity- specific 
subgroups. Also, in Chicago elder Black females had a higher victimization rate than White, 
Hispanic, and Asian/Other elder males; and the elder Black female rate in Houston was higher 
than for any other female racial/ethnic subgroup. In Chicago and Houston, the next highest 
eldercide rates were for elder Hispanic males, whose eldercide rate was the third highest in Mi-
ami. In that city, controlling for each group’s base number within the city’s population, the two 
cases of elder Asian/Other female killing resulted in a somewhat higher victimization rate for 
them over that of elder Hispanic males. In all three cities, the rates for Hispanic elder females 
were among the lowest; this was also the case with rates for both male and female Asian/Other 
elders in Chicago and Houston and the rate for non-Hispanic White females in Miami. 

Along with a profile of eldercide for three of the largest U.S. cities over a decade, this 
research also contributes to our understanding of eldercide more generally. Our findings lend 
support to those of other researchers in terms of the overall predominance of eldercide indoors 
by means other than firearms and disproportionately in the course of a robbery or other felony, 
each of which is significantly different from the characteristics for homicides of younger vic-
tims. But, as this research also indicates, the risk to elders and the characteristics of these events 
are widely disparate from one U.S. city to another. Even more detailed city-specific studies 
should follow to determine risk by sex and race/ethnicity as well as what community-level 
factors may be significant. Given the consistent evidence in the criminological literature of the 
significant relationship of social disorganization upon crime generally, its impact upon elders 
as well as their caregivers also deserves empirical investigation. 

The need for continued research of the eldercide risk and dynamics at a micro level is also 
compelling. Specifically, continued research which analyzes morbidity and mortality statistics 
may provide for a more complete picture of the circumstances of these homicides. An example 
is that of Abrams et al. (2007), who analyzed medical examiner data (including police reports) 
for all homicides in New York City from 1990 to 1998. Results of toxicological testing within 
these data indicated that approximately 20% of the elderly victims had recently consumed alco-
hol, and these researchers very cautiously point out that this could have potentially contributed 
to elder victims’ vulnerability by way of reduced alertness or slower reaction times.

The value of assuming this multi-disciplinary approach to our knowledge of lethal violence 
against elders is also illustrated by Shields et al. (2004) who analyzed elder abuse and neglect 
by examining both postmortem and living cases at the same State Medical Examiner’s Office. 
Among their findings were that a higher percentage of males were victims of homicide and died 
due to neglect as compared with a greater number of deceased women who were victims of 
physical and sexual assaults and neglect. They argue that “A multi-agency collaboration con-
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sisting of the forensic pathologist, coroner, law enforcement, and Adult Protective Services is 
paramount in the investigation of elder abuse and neglect cases” (Shields et al., 2004, p. 126), 
given that each brings a unique and vital perspective and set of skills to such cases. 

Additional future research may also focus specifically upon elder female victims. Just as 
Lauritsen and Heimer (2008) have noted differences between trends in lethal versus non-lethal 
female violent crime victimization, a comparative look at how this manifests itself among older 
females is also called for. For example, McCabe and Gregory’s (1998) NIBRS-based analysis 
revealed that, among the elder crime victims in North Carolina, elderly females were two times 
more likely to be victims of murder, rape, and kidnapping than were elderly males, whereas 
elderly males were more often the victims of the property crimes burglary, larceny, vandalism, 
and motor vehicle theft.

It also behooves researchers to continue to focus upon the oldest old and changes in the 
risk and dynamics of eldercide over this old-age time span. For example, Shields et al. (2004, 
p. 126) found that the mean age of deceased neglect subjects was almost ten years older than 
the survivors of neglect, at 79.7 years and 70.3 years, respectively. From all of the perspectives 
just cited, and as recently discussed by Bachman & Meloy (2008), in order to protect our oldest 
citizens, the need for continued research of eldercide risk and dynamics must be met. 
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FACILITATING ORANIZATIONAL CULTURE: 
NEW CHIEF OLD VALUE SYSTEMS

David J. Thomas
Florida Gulf Coast University

ABSTRACT
Anyone who desires to be Chief of Police has to know and understand it is a daunting 
task. This is a case study of a new chief who took office in May 2008 and the chal-
lenges he faced while attempting to introduce new values and a new culture to an old 
organization. Some of the greatest challenges facing a new chief are the deeply en-
trenched values and a culture which dates back years and involves many artifacts and/
or roadblocks. The analysis of this case study reveals that, in order for this chief to be 
successful, he must become a master of history, understanding agency politics, com-
munity perceptions, and the prevailing power structures. History offers insight into the 
missing elements and why predecessors have failed or succeeded. The limitation of this 
case study is it involves one agency. This study is of interest to police administrators, 
police officers, and academics who are faced with the challenges of facilitating cultural 
change within a police organization. 

Key Words: Leadership, Organizational Culture, Socialization, Organizational Stressors

Introduction

A new police chief is selected for a variety of reasons, the most common being the prede-
cessors who were asked to step down. Unlike in a traditional police career where the tenure 
is 20 or 30 years, police chiefs can expect their tenure to last approximately five in one half 
years (Rainguet & Dodge, 2001; Tunnel & Gaines, 1997; Wienblatt, 1999). Examine the aver-
age tenure of a police chief and compare it to the longevity of an officer, and it is conceivable 
that an officer who serves 20 years could work for four different police chiefs during his or her 
career. Each new chief brings with him new philosophies, ideas, value systems, and beliefs he 
would like to see incorporated into the agency. The challenge is implementing a new way of 
thinking and doing. 

Thomas—Facilitating Organizational Culture: New Chief Old Value Systems. (2010)
Southwest Journal of Criminal Justice, Vol. 6(3). pp. 250–266.
© 2010 Southwestern Association of Criminal Justice



The Southwest Journal of Criminal Justice, Vol. 6(3) 251 

Literature Review/Organizational Culture 
and Socialization

With an agency being subject to change every five years there are several constants: polic-
ing is policing, crime doesn’t stop, and the agency will still be there long after this new chief 
has come and gone. What this means to a new chief is that he inherits the old command staff, an 
organizational culture that is deeply entrenched with an old set of values, and many roadblocks 
that hinder change. Alvesson (2002) notes that organizational culture should not always be seen 
as something which has consensus and harmony, but it should be viewed as a dynamic in terms 
of contradiction, hidden agendas, and conflict (p. 121). Schein (2004) argues that we cannot see 
the forces which cause certain types of organizational behavior and offers three different types 
of culture inherent in every organization:

a. Artifacts. These consist of everything one sees, hears, and feels when they encounter a 
new group or an unfamiliar culture (pp. 25-26). Applying this concept to a new chief who has 
taken over an agency plagued by officer misconduct, the chief has the arduous task of analyzing 
the climate which bred such behavior. 

b. Espoused beliefs and values. These are developed in response to a problem or a series 
of problems which require a solution. Often times the solution is based on someone’s belief 
of what is right/wrong, and believing their position will create leaders (p. 28). In response to 
the issue of officer misconduct the new chief may determine the problem lies in the new em-
ployee selection process and there needs to be more stringent standards. However, the issue 
may be associated with supervision or the lack thereof. The answer for many of the problems 
can be found in the history and past practices of an organization. History is often dismissed in 
exchange for a quick fix. 

c. Basic underlying assumptions. These are associated with solutions to a problem, and 
when applied they repeatedly work, and yet they are only supported by a hunch or one’s belief 
system (p.30).

It is interesting to note that within one agency there are multiple organizational cultures 
which are defined by rank, specialization, and even division or bureau. Each of these will have 
an impact on an officer’s performance because they define an organizational and operational 
standard. Organizational culture affects how people think and feel, but more importantly it de-
fines identification, loyalty and commitment, and the concepts of value and self-worth within 
an organization (Cameron & Quinn, 2006; Druckman, Singer, & Van Cott, 1997; Schein, 2004). 
Harigopal (2006) argues that change creates stress and challenges the organizational value sys-
tem as well as its effectiveness (p. 274). The success or failure of an organization hinges on 
management and employees having their needs met, or at least finding a healthy compromise 
(Gilley, Quatro, Hoekstra, Whittle, & Maycunich, 2001; Kurke, 1995). Gilley et al. (2001) de-
scribes this type of leader as a servant leader (p. 210). Whereas Kurke (1995) outlines the needs 
of the both the management and employees: 

•	 Management’s needs include: operations, administrative, performance, costs contain-
ment, political pressures, and interagency cooperation. 

•	 On the other hand employees needs include: self–esteem, personal performance record, 
compensations, job security, opportunities for advancement, personal time/family, and 
the intangible benefit of membership in a police organization (p. 395).
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However, before a chief can facilitate change within an organization it must be determined 
if the organization is ready for change. Cohen (2005) argues the only way to truly understand 
if the agency is ready for change is by collecting data from a change readiness assessment 
(p.209). A readiness assessment should include an assessment of the following areas: the ex-
ternal environment, mission, policies and procedures, culture, structure, practices, leadership, 
and climate (Hitchcok & Willard, 2008; Proehl, 2001; Russell & Russell, 2006). Here it is im-
portant to note that before any administrator can institute change he/she must first assess their 
personal readiness. In fact, before this process can begin, an administrator should determine: 
if the organization is ready for change; the key issues and challenges; if they have the skill set 
to overcome fear, resistance, and complacency; and identify the stakeholders and engage them 
(Cohen, 2005; Holland, 2000). 

The most significant obstacles to organizational change within a law enforcement agency 
are the organizational stressors. Collins and Gibbs (2003) support this argument and note that 
occupational stressors associated with policing were more closely associated with organiza-
tional stressors than with daily operational stressors (p. 265). Some of the organizational stres-
sors in policing have been identified as: poor policies and practices of the department, exces-
sive paperwork, a lack of communication, organizational structure, a strict chain of command, 
lack of control over workload, agency politics, nonparticipation in decision making, inadequate 
support, and lack of consultation (Bartol & Bartol, 2008; Brown & Campbell, 1994; Coman & 
Evans, 1991; Golembiewski & Kim, 1991; Reiser, 1974; Zhao, He, & Lovrich, 2002). 

To overcome the organizational barriers, it is important to establish an open line of com-
munication. If a chief wanted to effect change and send the agency in a new direction, it then 
becomes incumbent upon him/her to create a vehicle of open communication at all levels of 
the organization. Collinson and Cook (2006) argue that leaders must overcome their own as-
sumptions and present their subordinates with open, meaningful forums for dialogue and an 
exchange of ideas. In fact, they note that in order for an organization to renew itself it must 
articulate its values through discussion, argument, and joint decision making (p.201). 

Reale (2005) posits that in order for change to be meaningful and effective it must involve 
stakeholders, a guidance team(s), or committee(s) (p.147). The stakeholders should come 
from every facet of the organization, and in policing it depends on the size of the organization, 
with each division having their own guidance team. In smaller agencies it could be as simple 
as having one or two representatives from each division. The key to the success in breaking 
down the barrier is the chief taking the time to meet with the guidance teams; this establishes 
trust and fosters an open line of communication between all personnel and the chief. In some 
organizations this committee is ongoing and is known as the Chief’s Council which meets 
monthly and only with the chief. 

To be successful, it is important to select team members who are trusted and respected 
by their colleagues, care about the organization, and are not afraid to be candid. In selecting a 
leader or a series of leaders to be successful, the individual must be task oriented and willing to 
accept the demands of leadership. In addition to the establishment of such committees, officers 
appreciate a chief, not a representative, who comes to briefings to discuss difficult decisions or 
challenges the agency faces.

A group of officers who are respected but removed from agency politics are the informal 
leaders. Informal leaders obtain their status because of their knowledge and skills; the suc-
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cessful outcome of an internal investigation; successfully challenging the administration or 
winning a grievance; and/or their knowledge of policy and law (Thomas, 2010). However, 
convincing this group to participate may be more difficult than one could imagine because in-
formal leaders are viewed as non-conformists and are trusted by their peers as well as members 
of the administration. For this group to participate in such a process could mean that they are 
selling out (Adlam & Villiers, 2003; King, 2005). 

Reflective Question: As an administrator how would you go about getting this group in-
volved in the process? Or is getting them involved worth the effort? 

Leadership Styles
Policing has many styles of leadership, but the most often discussed are authoritarian/auto-

cratic, laissez-faire, and democratic (Bennett & Hess, 2007; Dantzker, 1998; Panzarella, 2003; 
Schroeder & Lombardo, 2004). However, Whitfield, Alison, and Crego (2008) contend it should 
be impossible to pigeonhole a leader because the dynamics of policing are ever changing or 
fluid (p. 81). Although their discussion focuses on critical incidents, they offer an answer to an 
employee feeling valued within an organization with the following observation: “Individuals 
remain productive and positive when their expertise is acknowledged, and officers need to be 
supported and monitored by leaders that are adaptive, participative, and empathetic” (p. 91). 

The discussion by Whitfield et al. is supported by Hersey, Blanchard, and Johnson (2001) 
in their discussion of the situational leader in which they offer three components of the leader-
ship process: the leader, the follower, and the situation (p. 108). They are careful to note that if 
a leader only offers one style of leadership for every circumstance the leader is putting the ac-
complishment of their stated objectives in jeopardy, because the leader has failed to recognize 
the needs of their employees (p.231). 

Another leadership style which meets the needs of the individual is the transformational 
leadership. Bass and Riggio (2006) note that a transformational leader is one who inspires by 
helping followers grow and empowering individuals within the organization, with the ultimate 
goal of aligning individual beliefs with the organizations stated goals and objectives (p. 3). A 
transformational leader understands the importance of the individual and if they don’t buy into 
the necessary changes, ideals, or philosophies, then the organization will remain status quo or 
fail in its stated objectives. The goal of transformational leadership is described as a break-
through improvement and breaking the bonds of old ties to create a step up in performance 
(Hacker & Roberts, 2003). Posner (2008) suggest that a leader must lead by example by having 
shared values which are a convergence of individual values and organizational values. Simply 
put, a leader must be willing to walk the walk (p.77). 

Political Climate
It is clear there are a number of hidden pitfalls for a new chief, and two keys to change 

are politics and communications. In essence they go hand in hand. It could be argued that the 
greatest stumbling blocks can be found in a lack of communication with city government, 
the community, the agency, and police labor organizations (Rainguet & Dodge, 2001; Sossin, 
2007). For any chief this is a tough balancing act. The vehicle of organizational culture is orga-
nizational communication, and the same message must be transmitted externally to the public 
(Braunstein, 1999; Keyton, 2005 ). For an agency to be truly effective it needs to reach out to 
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the community through the use of surveys and quality control phone calls to assess the public’s 
opinion of the agency just like any other business (Braunstein, 1999; Keyton, 2005). 

Although failure to communicate may be political suicide with the city commission and 
the public, it may be seen by officers as support for their actions and misdeeds, no matter the 
cost. Such was the case with the Los Angeles Police Department prior to the Rodney King 
incident. In the Christopher Commission Report (1991), Assistant Chiefs Jesse Brewer and 
David Dotson noted that the excessive force problem was a major issue and was not addressed 
even though the problem officers were known. The supervisors were not held accountable (p. 
ix). The Commission also discovered the agency ignored officers who displayed disturbing pat-
terns of behavior and gave them favorable evaluations (p. x). The Commission Report reflects 
a trend where the agency did not meet the needs of the community, and their style of policing 
was outdated. For a chief to be successful he must be willing to have open communication with 
city fathers and the community, and must also be a risk taker (Bennis, 1989; Bolman & Deal, 
2008; Schein, 2004; Sutherland, 2000). 

Developing a New Value System
Organizational values are most often associated with ethics and/or morals. It is important 

to note that a community may appear to have several different value systems, and this is often 
how police enforce the law. Cities are composed of multiple value systems built upon issues of 
race, community, and conflict (Massey, 2002; Rex, 1973). For police to be effective they must 
understand each of these value systems is in play and know the differences.

Agency and individual police values seem to be challenged with every new case of police 
misconduct. The question for every new chief goes beyond the agency’s internal value system. 
Rather the value systems which come into question are those the agency has communicated 
publicly. The most common forms of communication of an agency’s value system are the ac-
tions of agency personnel. It should be noted that this does not happen in a vacuum. Personnel 
actions are coupled with administrative decisions which solidify organizational values and 
public opinion (Barrett & George, 2006; Manning, 2003; Mawby, 2002). 

The concepts of crime, crime prevention, and police are relative to the community, and the 
perception is different based on the department’s efforts and communication. Any response 
to crime must take into account the diversity of circumstances characterizing each locality 
(Levine, 2007; Lewis & Salem 1988). Failing to make such adjustments allows different seg-
ments of the community to view police practices as biased, which was noted by Weitzer and 
Tuch (2006). A 2006 survey administered by Weitzer and Tuch determined the following: 77% 
of the African Americans, 63% of Latinos, and 47% of Whites surveyed believed socio-eco-
nomic status was synonymous with the type of police service an agency provides (p.80). The 
data reflects the notion that a community’s perception is their reality. 

AGENCY CASE STUDY:

This is a case study which was conducted in the fall of 2008 after a new chief of police 
sought assistance in examining the organizational culture of his department. The agency is lo-
cated in the southeastern region of the United States. The chief sought to implement change and 
stated: “This agency needs to move from the dark ages to the twenty-first century.” 
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Definitions and Population
A. The new chief will be known as Chief Change (Chief C): Prior to becoming chief he 

had served at the local sheriff’s department for 25 years. The agency has over 800 employees, 
which includes the jail. Chief C had worked and served as a supervisor in every division of the 
department except communications. Since taking this new position as chief, in casual conver-
sations with his civilian and sworn personnel, each expressed support for him as well as his 
new initiatives. The most common sentiments expressed were: “We have a leader who supports 
us and is looking to move the department in the right direction.” 

B. The ex-chief will be known as Chief Tradition (Chief T): Chief T had worked at the 
department for 30 years. He worked himself up from patrol through the ranks to become chief. 
He served as chief for 15 years. Chief T was slated to retire in August of 2008 but was forced 
to retire five months early because he failed to discipline the deputy chief for multiple acts of 
misconduct. The last act of misconduct involved the deputy chief kicking a hole in the wall of 
the police department. The deputy chief’s anger was due to the city manager’s continual med-
dling in police department affairs and decision making. 

C. The city manager will be known as the Manager. The Manager has a long history with 
the city. He began his career with the police department and worked there for over 22 years, and 
the last position he held before becoming city manager was deputy chief. He has served as city 
manager for 8 years and has been the longest sitting city manager in the last 20 years. The city 
government is a council-manager style government with an elected city council and mayor and 
an appointed city manager. The city has approximately 6,000 residents with a median income 
of $44,000 (U.S. Census, 2000). 

D. Concerning agency demographics, the department employs 7 civilian personnel, 22 
sworn personnel, and the deputy chief’s position remains vacant. 

Inherited Problems:
This organization had always promoted the chief from within, and as a result the culture 

of the agency was stagnant and remained unchanged for years. The agency did not collaborate 
with other agencies and had practiced a self imposed form of isolationism. To outsiders and city 
fathers, it appeared the organization had been managed properly and was successful at meeting 
its objectives and promoting its value system. 

During the chief’s first six months in office he assessed department personnel, equipment, 
budget, and the political climate of the organization. In this time he discovered: 

1. 	 A poor communication system which is not compatible with adjoining jurisdictions. 
Not only is the communication system incompatible, it also provides poor or no radio 
reception at one end of the city because of antenna placement. In addition, the laptops 
have no internet capability and, as a result, can’t communicate with dispatch via the 
laptops. 

2. 	 The department participates in the Indianapolis Take Home Car Plan and its fleet has 
30 vehicles. Most of the patrol vehicles have in excess of 100,000 miles and are in 
constant need of repair. There has been funding in the police department budget each of 
the last five years for the purchase of two new vehicles. However, money was returned 
to the general fund as unspent capital. 
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3.	 The agency firearms are 15 years old, and some are inoperable. Some officers have 
been forced to purchase weapons for duty use.

4. 	 The agency policies are outdated and need to be rewritten.
5. 	 Officers and investigators were not allowed to go to training unless it was radar certi-

fication, intoxilyzer operator’s course, or a Taser instructor’s course. There are investi-
gators who have never been to an investigators school, FTOs who have never been to 
FTO training, and supervisors who have never been to a first line supervisor’s course. 
If training was conducted to meet state standards, the trainer was brought to the orga-
nization. The agency maintained an annual training budget of $15,000, not to mention 
second dollar funding received from the state. In fact, training monies were returned to 
the city’s general fund and the state as unused each year. 

6. 	 All intermediate weapons were taken away from the officers except the Taser, the phi-
losophy being the Taser was to replace all intermediate weapons. The agency use of 
force options are empty hand control, Taser, and lethal force. 

7. 	 The two midnight sergeants who were assigned to night shift did not work an entire 
shift with their assigned squads. Patrol works 12-hour shifts which run from 7:00 am 
– 7:00 pm and 7:00 pm – 7:00 am. The two night shift supervisors began their shift at 
2:00 pm and ended at 2:00 am, leaving no supervisory coverage between the hours of 
2:00 am and 7:00 am.

8. 	 During approved overtime details officers were paid cash while using the department 
vehicle and wearing their police uniform. Their earnings were never channeled through 
the city finance office, and officers did not pay taxes or social security on the income 
they earned.

9. 	 During Christmas for the last 20 years a local wrecker company took orders for alcohol 
and gave each employee a fifth of their choosing as a Christmas present, including the 
retired chief and his deputy chief.

10. 	The agency had a history of hiring officers who had been terminated by other agencies 
for some form of misconduct but were not stripped of their standards by the Police Of-
ficer Standards and Training (POST) supervisory body. The hiring of these officers was 
ordered by the Manager.

11. 	It was common knowledge to everyone except the Chief C that one officer was ad-
dicted to amphetamines and came to work impaired daily. His addiction was discov-
ered after being involved in a car accident during the subsequent drug test. An internal 
investigation uncovered who had knowledge of the officer’s amphetamine problem. 

Political Climate
1. 	 The city manager refused to fill the deputy chief slot after there were over 30 ap-

plicants. The city manager did not like Chief C’s first choice, and they remain at an 
impasse over this issue. To date the position remains vacant. In addition, the city man-
ager will not allow the chief to promote anyone either temporarily or permanently and 
offers no explanation for his decisions. The funding for the deputy chief’s position or 
an internal promotion is available and remains in the police department budget for the 
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2009 fiscal year. As an alternative, the Manager offered to handle any questions the 
officers may have when Chief C is not available. 

2.	 The city manager demanded that the department hire officers who were terminated by 
other agencies. In many of the cases the Manager ignored or had suppressed the inter-
nal investigations of these officers. In doing so, he ordered Chief T and later Chief C to 
hire the officers despite their objections and in spite of their history. This action divided 
the personnel’s loyalty, with some loyal to the Manager and others the chief. In fact, the 
Manager’s action created a climate which pits the officers against Chief C. 

3.	 Most recently Chief C attempted to purchase Dodge Chargers to diversify his fleet, 
and the city manager advised the chief he needed approval, denied the purchase of the 
Chargers, and ordered the chief to purchase the traditional Crown Victorias. 

Data Collection: Data for this study was collected through personal interviews, newspaper 
accounts, and consultations with Chief C.

•	 The personal interviews were unstructured and held within two weeks of Chief C being 
sworn in. The first series of interviews was conducted of everyone in the organization 
at the time, which included 7 civilians, 18 officers, and 4 supervisors. All supported 
Chief C, describing the need for change and yet were reluctant to discuss Chief T.

•	 A second set of unstructured interviews were held two months later after Chief C began 
to experience problems and behavior he classified as passive aggressive. During this 
set of interviews only two civilian employees, four officers, one patrol supervisor, and 
one detective supervisor participated. Those interviewed stated support for Chief C 
had fallen off and described the department as divided. Central to the lack of support 
and the passive aggressive behavior was Chief C’s demand for change and his hold-
ing everyone accountable for their actions. One supervisor advised there were several 
comments lamenting the good old days, and during his interview he revealed that some 
officers and supervisors were meeting with Chief T trying to find a way to get Chief C 
fired and Chief T rehired.

•	 There were weekly consultations with Chief C for a period of six months. The focus 
of the consultations dealt with personnel matters, leadership style, initiatives to mo-
tivate employees, training, communications, interagency cooperation, new vehicles, 
and budget. 

•	 There were several stories in the local newspaper which were precipitated by Chief T. 
Chief T attacked the Manager describing his continued meddling in police department 
affairs and blamed the Manager for the current state of the department. Chief T also 
attacked the credentials of Chief C, arguing that Chief C was not qualified. 

Chief C Initiatives 
When Chief C took office he met with every employee in the organization and allowed them 

to express what they felt were the shortcomings of the agency. Chief C was also interested in 
their vision for the future. The officers unanimously stated that they felt behind the times because 
they had not received any formal training since graduating from the academy. The only courses 
officers had attended at the local academy were: Intoxilyzer Operators Courses and a Radar 
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Operators Course. In addition to the individual and group meetings, Chief C went on patrol to 
get a feel for the city, community perceptions, and to ascertain each patrol officer’s skill set. 

His initial assessment of the agency was that the officers needed training and lots of it, so 
he opened the door to allow them to attend. This was a calculated move on Chief C’s part, who 
believed this would be the first step in changing the agency’s culture. To enhance the change 
and solidify his desire to change, Chief C currently meets with supervisors weekly to discuss his 
value system and his vision for the department. His values were based on these three concepts:

1. 	 Partnerships—Chief C wanted his employees to develop meaningful partnerships with 
the community, business, industry, and other law enforcement agencies. 

2. 	 Commitment—Chief C wanted his staff to be committed to their jobs and the commu-
nity. He stressed that he wanted his staff to view their positions as more than just jobs 
but careers, and the community as customers. 

3. 	 Excellence—Chief C believed through training and proper supervision the agency 
should reach a level of excellence and be viewed by their partners as such. 

Chief C believed that if he provided his officers with the necessary training, allowed them 
to participate in interagency operations, and met with the supervisors weekly discussing the 
challenges ahead that this would be enough to change the agency culture and values. Chief C’s 
view of what was needed was personal, and he did not seek the input of his employees other 
than the initial meeting with each. By not involving his employees Chief C discovered that the 
more he attempted to transform the department’s values the more resistance he encountered. 
Out of frustration Chief C developed and administered two surveys—one for the department 
and another for the community with the following results:

A. Step One/In-house Survey:
This survey was administered to the supervisors first and later to all of the employees:
1. What is our role in this community? You cannot use the famous words “Protect and 

Serve.” N=5 and no one knew the answer.
2. What is our mission statement or the agency values using either the old ones or the new 

ones which have been developed since I have taken office? N=5 and no one knew the answer. 
Chief C became so disgusted with the supervisors’ lack of knowledge that he surveyed the 

entire department and no one knew the answers. 
B. Step Two/Neighborhood Survey, Business, and Industrial Surveys:
Chief C felt that since he was new and the department had been isolated, it was important to 

understand the community’s perception of the agency. A survey was developed, and each patrol 
officer was asked to interview 10 residents in one of 13 subdivisions. This was not put out as 
an order to the officers, but the officers were asked to participate in a letter written by Chief 
C (see Appendix A). The surveys were limited to 10 questions and were designed to break the 
ice and for the community to get to know the officers, as well as allowing the officers to get to 
know members of the community. Excluding the supervisors there are 15 officers x 10 surveys 
each = 150 surveys. The officers completed 60 surveys. The supervisors were to oversee this 
task and report to the chief weekly, but this did not happen.

The patrol supervisors were tasked with contacting local business owners and setting up 
meetings with industry leaders to complete surveys which were specifically designed for busi-
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ness and industry. There are 3 supervisors x 10 surveys each = 30 surveys. One supervisor 
completed 20 surveys of the local businesses. However, not one survey was completed of the 
city’s 30 industrial partners. 

The lack of participation sent a clear message to the chief that a few members bought into 
his desire to change the organization. The officers were given 30 days to complete the 10 sur-
veys, and it took two months to get the 60 returned. One supervisor supported Chief C and was 
responsible for all of the completed surveys. Ultimately less than 50% of the officers partici-
pated in this event. The same held true for the supervisors; one supervisor was responsible for 
the 20 surveys. Missed was a golden opportunity for the agency to begin forging partnerships 
with the community and especially the industry partners who are vital to the city’s tax base. 

After the failed attempts to get most of the agency to buy into Chief C’s vision and 
values, he began to investigate and found many of the members remained loyal to Chief T. 
Chief T was holding weekly meetings at local restaurants, and officers would attend while 
on and off duty. This information supported what the researcher discovered in his second set 
of informal interviews. 

Conclusion and Recommendations:

There is a great deal of resistance to Chief C’s desire to change the vision and values of the 
organization. This is supported by the actions of the officers, supervisors, and the city manager. 
In interpreting the data, it is apparent that the manager has a problem with trust and control. 
However, this mindset is baffling since he was the one who interviewed and chose Chief C. In 
the final analysis, the Manager has one agenda, which is to control the police department, and 
he has used a number of tactics to do so. 

Chief T was a major stumbling block in the beginning. His efforts were minimized when 
Chief C confronted the officers. What needs to be noted here is that there are still some residual 
effects from the past administration, with some officers and civilian employees displaying pas-
sive aggressive behavior. In each of these cases, Chief C has counseled the employee. If there 
is no behavior change, Chief C will document and ultimately terminate the employees who 
continue to sabotage his efforts. As of this writing Chief C has terminated three employees. 

The literature review notes that Chief C failed to complete two key assessments: a self 
assessment and an organizational readiness assessment. Beyond the assessments, he failed to 
identify the stakeholders or provide them with instructions and a series of objectives, which 
would be the beginning of organizational change. By adopting such a process, it becomes the 
employees, not the chief, who are the change agents. The concept of change is something which 
makes many uncomfortable. In fact it disturbs complacency because it presents new challenges 
(Bond, 2007; Chambers, 1998). As Chief C seeks to move forward, it is important to note that 
whole organizations rarely change themselves. There must be specific initiatives which drive 
performance and change (Burke, 2008; Dooley, 2004; Smith, 1996). 

Leaders who are looking for growth and establishing values should be willing to: learn from 
past mistakes; not withhold information; recognize that all topics and ideas are open for discus-
sion and debate; allow those participating in the discussion to speak openly and freely without 
fear of reprisal or being ostracized; and avoid participating in groupthink (Dantzker, 1998; Hitt, 
Ireland, & Hoskisson, 2009; Kapardis, A., 2003; Malloch & Porter-O’Grady, 2009).
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Finally, as one interviews for a new chief’s position, it is important to have a set of prepared 
questions for the Manager or mayor as to their expectations and what type of latitude a new 
chief will have. More importantly it is imperative for new chiefs to become masters of history 
to learn everything they can about an organization. History will show how and why things have 
changed and provide some insight into the current state of affairs in every police agency. 
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APPENDIX A: LETTER TO OFFICERS SURVEYS

October 3, 2008

Dear Colleagues:

As you know I have a strong sense of community. A few weeks ago I asked the supervi-
sors in a staff meeting what the mission of the department was in relationship to the commu-
nity. The only answer I would not accept was “Protect and Serve.” Ironically, no one had an 
answer. However, my inquiry was not limited to the supervisors, and it seems that no one in 
the agency knew the answer. 

I want each of you to understand that the Police Department is entering a new era, one 
that I will call professionalism. Not to say that you weren’t professional before, but the goal 
is to become more efficient, meet your needs in regards to training and supervision, and meet 
the needs of the community. Keep in mind that we are only an effective agency as long as the 
community supports us. Without their support we become an occupying army, and everyone 
loses in the process. 

Conducting this survey is the beginning of this new era. There will be three different 
kinds of surveys: one for the residents, one for businesses, and one for industry. As an agen-
cy, we need to find out what each of these community members thinks of us and how we can 
best serve them. 

I have developed a new mission statement for the organization, and this survey is the be-
ginning of the first segment: Partnerships. The term Partnerships is all inclusive, meaning 
citizens, business, and industry. When we have successfully completed this task I will unveil 
part two of our Values and Mission.

Finally, I know that you think knocking on doors and meeting with the public is not your 
job. As police officers we often forget that our real job is customer service; failing to meet that 
need often creates a disconnect between us and the community. With that said, I am asking that 
each of you take this assignment seriously, knock on doors, and be cordial to our partners.

Respectfully,

Chief Change
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Abstract
In the past few decades, shifts in client population and criticisms of ineffectiveness 
have prompted probation agencies to increase their use of objective case classifica-
tion systems. Most correctional agencies utilize the same risk assessment instrument 
for both male and female offenders, and the assumption is that these tools perform an 
adequate job of assessing risks for both populations. However, research indicates that 
female offenders pose a much lower risk and have different need factors compared to 
their male counterparts. Despite the prevalence of risk assessment instruments in the 
community corrections setting, it is still unknown how gender influences risk and need. 
As such, the goal of the present study is to examine issues of risk and need in the classi-
fication and supervision of women in the community corrections setting. Furthermore, 
this study seeks to explore the difficulties that officers may encounter when supervising 
both male and female offenders in the community. 

 
Key Words: risk assessment, gender, probation, supervision difficulty

Introduction

In the past few decades, shifts in client population and criticisms of ineffectiveness have 
prompted probation agencies to increase their use of objective case classification systems (also 
referred to as actuarial risk assessment tools, instruments, or techniques) (Jones, Johnson, La-
tessa, & Travis, 1999). Underlying much of the objective classification are actuarial statistics. 
Actuarial tools aggregate offenders with similar characteristics to better predict and plan risks 
(Simon, 1987, p. 62). The driving force behind current actuarial risk assessment tools is the 
idea that scientific research-generated guidelines are superior to professional opinion. The most 
popular version of these assessments includes both measures of risk (to determine security 
level) and need (to determine treatment program referrals). 

The body of literature that is primarily responsible for documenting and interpreting the 
role of risk and the criminal justice system comes under the heading of the “new penology,” risk 
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penology, or postmodern penology.1 This literature highlights the purported shift away from the 
reliance on rehabilitative techniques and a move toward the management, custody, and control 
of dangerous offenders, often through actuarial techniques (Feeley & Simon, 1992; 1995). The 
general question of risk is discussed primarily in terms of specifying markers that demonstrate 
the shift to increasing reliance on actuarial risk assessment tools (Feeley & Simon, 1992) and 
increasing the severity of punishments. While the terminology employed to characterize this 
presumed shift is varied, as evidenced in postmodern penality (Feeley & Simon, 1992) or late 
modernity (Garland, 1995; Lucken, 1998), the debate is one of interpreting current penal trends 
in the context of their departure from conventional practice. 

Much of the punishment literature on risk has tended to focus on identifying and interpret-
ing broad trends in punishment, and most researchers have identified risk as a relevant feature 
of punishment. While generalized explanations of penal trends are important for clarifying 
what are often complex and contradictory structures, meaningful variations in penal trends 
may be lost in the process or unrepresented. For instance, many correctional systems assume 
that risk is genderless, classless, and raceless (Hannah-Moffat, 1999). This is exemplified in 
the reliance on the same risk assessment instruments to determine institutional risk for all types 
of inmates and risk to the community for all types of offenders supervised in the community. 
However, Beck (1992) does concede that the growth of risk will likely affect some people more 
than others, thereby creating social risk positions. Similarly, research on crime has established 
that crime and victimization are not evenly distributed across all groups (Farrell, 1992; Gar-
land, 1996; Polvi, Looman, Humphries, & Pease, 1990). Current Uniform Crime Report (UCR) 
data indicates that males account for 76.2% of all arrests and 82.1% of arrests for violent crime 
(FBI, 2007). Given this, it is clear that the likelihood of being victimized by a female offender 
is much lower than that of a male offender, thereby supporting the idea that risks are not equal 
and may not operate the same across gender. 

Despite the prevalence of risk assessment instruments in the community corrections set-
ting, it is still unknown how gender influences risk and need. As such, the goal of the present 
study is to examine issues of risk and need in the classification and supervision of women in 
the community corrections setting. Furthermore, this study seeks to explore the difficulties that 
officers may encounter when supervising both male and female offenders in the community. 

Given the unprecedented increases in the female offender population in recent years (Har-
rison & Beck, 2003; United States Department of Justice [USDJ], 1998), and the unique needs 
that female offenders have, with regard to motherhood (Greenfield & Snell, 1999; Kim, 2001; 
Temin, 2001), substance dependency (Greenfield & Snell, 1999), and physical and sexual abuse 
(Florida Corrections Commission [FCC], 2000; Greenfield & Snell, 1999), it is important to 
expand the current level of research to include female offenders in discussions of risk. 

Literature Review

With regard to risk, examination of female offenders typically takes the form of analyzing 
the efficacy of gender-neutral risk assessment tools to adequately predict risk for women (Bon-
ta, Pang, & Wallace-Capretta, 1995; Farr, 2000; Funk, 1999; Harer & Langan 2001; Holsinger, 

1. Risk is considered a postmodern issue in criminal justice even though others outside of the discipline 
may not necessarily characterize it in this way.
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Lowenkamp, & Latessa, 2003; McShane, Williams, & Dolny, 2002; Van Voorhis & Presser, 
2001). The vast majority of this empirical research has focused on female correctional inmates, 
thus neglecting how risk operates for women in the community setting. This gap in the empiri-
cal research is problematic given that approximately 85% of female offenders are supervised in 
the community under probation and parole authorities (Greenfeld & Snell, 1999). 

The unique issues of female offenders
The past few decades have witnessed unparalleled growth of females in the correctional 

system (Chesney-Lind, 1997; Gilliard & Beck, 1998; Harrison & Beck, 2003; Morash, By-
num, & Koons, 1998; USDJ, 1998). Recent figures indicate that nearly one out of every 109 
adult women in the United States is under some form of correctional supervision on any given 
day (Greenfield & Snell, 1999). While female offenders make up 7% of the state and federal 
correctional populations, 23%of probationers, 12.7% of the local jail population, and 12% of 
the parole population (Glaze & Bonczar, 2006; Harrison & Beck, 2006), the rate of increased 
involvement in the system has prompted concern. Between 1981 and 1991, the number of 
female inmates increased by 254%, compared to a 147%increase for male inmates during the 
same period (Blomberg & Lucken, 1998). Between 1990 and 1998, the number of women 
under some form of correctional supervision increased dramatically. According to Greenfield 
and Snell (1999), the female prison and jail incarceration rates increased 88% and 40%, respec-
tively. Similarly, community corrections witnessed large per capita increases of females under 
supervision, with probation supervision increasing by 40% and parole supervision increasing 
by 80% (Greenfield & Snell, 1999). The rate of growth in incarceration continues, and, since 
1995, the annual growth rate of female incarceration has averaged a 4.7% increase, compared 
to the 3% increase for male prisoners (Harrison & Beck, 2006). 

The boom in the female incarceration rate can be attributed to a number of factors, includ-
ing determinate sentencing and tougher sanctions for drug offenses (Kim, 2001; USDJ, 1998; 
Young & Smith, 2000). Notably, there is no evidence to suggest that the increase in female 
incarceration occurred in response to a more dangerous and more disenfranchised violent breed 
of female offender (Mullings, Pollock, & Crouch, 2002; Snider, 2003), which has been cited as 
a general cause for the shift to a risk based penology (Feeley & Simon, 1992). The majority of 
women under correctional supervision have committed offenses such as theft, prostitution, and/
or drug offenses (Covington, 2001; Greenfield & Snell, 1999; Young & Smith, 2000), which 
are not associated with fear of crime and risk. The Bureau of Justice Statistics Special Report 
on Female Offenders indicates that of the 721,400 women under probation supervision in 1999 
only 9% were convicted of a violent crime, with the remaining 91% having been convicted for 
property, drug, or public order offenses (Greenfeld & Snell, 1999). 

Clearly these figures suggest that “risk” as far as women are concerned rarely indicates vio-
lence. The unique needs of women in the system also challenge conventional assumptions about 
risk and dangerousness. Consider, for example, that most women under correctional supervision 
are mothers, with approximately 70% having at least one child less than 18 years of age, (Green-
field & Snell, 1999). The vast majority of these women were the primary caretakers of their 
children and more than two-thirds had lived with their children prior to incarceration (Greenfield 
& Snell, 1999; Kim, 2001; Temin, 2001). It is estimated that only 44 percent of male offenders 
in state prison lived with their minor children prior to arrest (Greenfield & Snell, 1999). 
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Approximately 6% of female inmates will also enter prison/jail pregnant and will give 
birth behind bars (Bloom & Steinhart, 1993). Children born in prison are typically removed 
from their mother’s care two to three days after birth (Temin, 2001). Once separated from their 
mother, only 25% of these children will live with their father, 51% will live with their grand-
parents, 20% will live with other relatives, 4% will live with a family friend, and 11% will be 
placed in foster care (Dressel, Porterfield, & Barnhill, 1998; USDJ, 1998). 

Gender is further relevant to the question of risk considering that many female offenders are 
victims in their own right. Female offenders suffer physical abuse, sexual abuse, and drug ad-
diction at much higher rates than do male offenders. Nearly 60% of women being held in state 
prisons reported experiencing some type of severe abuse in the past (Greenfield & Snell, 1999). 
In a Florida study, 57% of female offenders versus 16% of male offenders, reported physical or 
sexual abuse prior to their incarceration (FCC, 2000). Drug addiction also poses a significant 
problem for female offenders. In a study on drug use, female offenders reported using drugs 
more frequently than male offenders—40% compared to 32% (Greenfield & Snell, 1999). 

HIV infection and AIDS present another problem for female offenders. In the prison popu-
lation, females suffer from the disease at much higher rates than males (Anderson, Rosay, & 
Saum, 2002). In 1995, the incidence of HIV infection among women inmates was almost dou-
ble that of male inmates—4% compared to 2.3% (Gowdy, Cain, Corrothers, Katsel, Parmley, & 
Schmidt, 1998). The high rates of the disease among female offenders are attributed to a num-
ber of factors, including drug use, trading sex for drugs and money, sexual abuse, prostitution, 
and living in impoverished conditions (Anderson et al., 2002; Decker, 1992; Snell & Morton, 
1994; DeGroot, Leibel, & Zierler, 1998; Kane & DiBartolo, 2002; Zaitzow, 2001). 

A final problem that factors into discussions of risk and women is the prevalence of mental 
illness among the female offender population. Numerous studies have found high rates of men-
tal health problems among incarcerated women (Kane & DiBartolo, 2002; Scott, Hannum, & 
Ghrist, 1982; Teplin, Abram, & McClelland, 1996). While mental illness also affects the male 
offender population, research has shown that women suffer at higher rates (Anderson et al., 
2002; Ditton, 1999; Harlow, 1999; Harrison & Lawrence, 1998). According to the Bureau of 
Justice Statistics, 24% of female prison and jail inmates and 22% of female probationers were 
identified as mentally ill (Ditton, 1999). This is compared to only 16% of male prison and jail 
inmates and 15% of male probationers being identified as having a mental health problem (Dit-
ton, 1999). It must be noted, however, that female offenders may be more readily diagnosed as 
mentally ill for problems such as depression, therefore creating a potential clinical bias. Female 
inmates are much more likely to be medicated while in prison (Morris, 1987; Ross & Fabiano, 
1986). For example, female inmates are administered psychotropic drugs (tranquilizers) at ten 
times the rate of male inmates (Culliver, 1993). 

The prevalence of mental health issues can again be correlated to the high levels of sexual 
abuse and drug use found in the female offender population. The interrelated nature of men-
tal illness and drug abuse is difficult to characterize because the drug abuse may exacerbate 
otherwise hidden mental health problems or occur as a result of mental health problems. For 
example, research has shown that females tend to view their substance abuse problems more 
negatively than men, thus creating feelings of depression and low self esteem (Anderson et al., 
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2002; Jainchill, Hawke, & Yagelka, 2000). There is also some evidence to suggest that female 
offenders use drugs in attempts to self-medicate for an undiagnosed mental health problem 
(Covington, 2001; Galbraith, 1998; Holtfreter & Morash, 2003). 

Given the unique demands and needs of female offenders, it should not be assumed that risk 
and need function the same for females as they do for males. Furthermore, it should not be as-
sumed that male and female offenders present the same types of difficulties for their officers. 

Empirical Research
The supervision of women in the community corrections setting is an underexplored area 

of research. However, there are some notable studies that have examined issues of risk and 
need as they relate to female probationers. Norland and Mann’s (1984) study of gender dif-
ferences in violation of probation (VOP) reports is the first to examine the possible gendered 
nature of supervision in the community. The researchers examined VOPs and conducted inter-
views with probation officers to determine differences in the type and rate of VOPs, as well as 
issues of supervision difficulty. 

While most officers in the study were reluctant to file violations of supervision for either 
gender, male offenders were more likely than female offenders to incur violations. When asked 
to explain the gender differences in VOPs, probation officers noted that they were hesitant to 
issue violations for female offenders because they typically have family responsibilities. Pater-
nalistic beliefs toward women also factored into the low rates of violations filed by officers. One 
respondent stated that s/he was less willing to issue violations to a woman because “men are 
stronger than women … you see them as little creatures, real delicate” (125). Differences in the 
type of violation were also noted, with male offenders being more likely to commit new offenses 
while on probation and female offenders being more likely to incur technical violations. 

Difficulties in supervision were also explored in the study, and officers generally reported 
that female offenders tend to take up more of the correctional officers time, compared to male 
offenders. Additionally, probation officers reported that females tend to have more complex 
problems, compared to their male counterparts. Because of this, probation officers generally 
stated that they prefer to work with male offenders. 

More recently, Seng and Lurigio (2005) examined probation officers’ perceptions about the 
risks and needs of female offenders and the difficulties associated with the supervision of wom-
en on probation. When asked if they believed that male and female probationers had different 
needs, most probation officers (71%) reported that female offenders presented different needs 
compared to males, particularly in the areas of parenting, employment, abusive relationships, 
and substance abuse. Next, a subsample of the officers were asked if they felt prepared to ad-
dress the various needs of female probationers. Most officers felt that they were not prepared to 
deal with the financial, housing, and medical needs, but about half of the sample believed they 
were at least somewhat prepared to address mental health problems. Finally, most felt prepared 
to deal with needs relating to domestic violence, substance abuse, and education/employment. 

When asked about probation violations, most officers (61%) believed that male and fe-
male offenders presented equal risks in this area, 23% believed that women were less likely 
than men to violate, and 15% believed that females were more likely than men to violate 
conditions of supervision. While officers reported that the nature of probation violations were 
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similar for male and female offenders, they did believe that the motivations behind the viola-
tions were often different.

Lastly, officers were asked about the supervision difficulties associated with female offend-
ers, compared to male offenders. Over half of the officers (55%) stated that female offenders 
were harder to supervise, 7% rated female offenders as being easier to supervise, and 38% be-
lieved that the level of difficulty between male and female offenders was about the same. The 
main reasons cited by officers for the increased supervision difficulty of female offenders were 
issues relating to parenting, addiction, and personal problems; however, a few officers cited 
difficulties with aggression and “attitude” among female offenders. 

Results from this study suggest that men and women present different risks and needs 
while on probation, and gender can influence the perceived level of supervision difficulty. 
While this study represents an important contribution to the literature, more research is needed 
in this area. Specifically, it is unknown how issues such as communication, lying, and aggres-
sion influence the perceived level of supervision difficulty for both male and female offenders 
in the community corrections setting. 

Methodology

The data for the current study consisted of survey responses gathered from community cor-
rections officers from Orange County, Florida. The Orange County community corrections de-
partment supervises an average daily population of over 8,000 offenders and employs 104 com-
munity corrections officers and supervisors. Data collection took place over a three-month period 
and consisted of a self-administered questionnaire designed to measure community corrections 
officers’ perceptions about the classification and supervision of male and female offenders.2 

The researcher traveled to all community corrections units on multiple occasions to ad-
minister the survey to groups of officers. The researcher attended staff meetings and shift brief-
ings for the units and distributed the survey to the officers at the conclusion of the meetings. 
Some officers were not present at these meetings so it was necessary to make appointments 
with those officers and administer the survey individually. Instructions were provided to all 
respondents prior to the administration of the questionnaire, and the researcher was present 
during the completion of the survey to answer any questions. The survey was confidential, and 
respondents were informed that all personal identifiers would be removed prior to data analysis. 
Respondents were also assured that none of their individual responses would be shared with the 
county management. In total, 93 officers and supervisors completed the survey, representing a 
response rate of 89%. The demographic characteristics of the respondents are reported in Table 
1 (next page). 

2. The researcher developed two versions of a questionnaire to measure the perceived differences 
between male and female offenders in the areas of risk, need, and supervision difficulty. While many 
questions were identical on each survey, one version of the survey contained questions about female 
offenders, and the other version contained identical questions but with the gender in some of the 
questions changed to assess the officers’ experience with male offenders. 
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Table 1. Descriptive Statistics of Survey Respondents

N %
Gender

Female 66 71
Male 27 29
Total 93 100

Race
African American 27 31.0
Asian 2 2.3
Caucasian 49 56.3
Hispanic 6 6.9
Other 3 3.4
Total 87 100

Educational Attainment
Some junior college, but did not earn a degree 8 9.1
Associates degree (AA) 2 2.3
More than 2 years of college, but did not earn a bachelors degree 11 12.5
Bachelors degree 38 43.2
Some graduate courses, but did not earn graduate degree 16 18.2
Graduate degree 13 14.8
Total 88 100

Department of Employment
Work Release 5 5.4
Community Surveillance Unit 7 7.5
Pre-trial Services 26 28.0
Diversion Services 7 7.5
Probation 31 33.3
Intake Unit 8 8.6
Alternative Community Service 5 5.4
Administration 4 4.3
Total 93 100.0

Employment at another correctional agency
Yes 29 34.1
No 56 65.9

Employment as a community corrections officer for another agency
Yes 8 27.6
No 21 72.4

(Table continued on next page.)
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Results

Perceptions of Differential Risk
A variety of approaches to the measurement of perceptions of differential risk are examined. 

First, respondents were asked if they believe that the risk posed by male and female offenders 
is generally the same. Given the previous research on offending patterns and recidivism, it was 
expected that most officers would indicate that the likelihood of recidivism is not equal across 
gender. Results from this question supported that expectation, as 72.5% of officers responded 
that they do not believe that men and women present an equal risk of recidivism (Table 2).

Table 1. Descriptive Statistics of Survey Respondents (continued)
Mean SD

Age 43.88 9.09
Employment Characteristics

Number of years employed by OCCD 12.02 8.69
Number of years employed as a correctional officer by OCCD 9.53 8.04
Number of years employed by another correction agency, besides OCCD 10.79 8.24
Number of years employed as a correctional officer at another agency 
besides OCCD

8.44 5.17

Table 2. Perceptions of Differential Risk Descriptive Statistics

N %
Do you believe that the risk of recidivism posed by male and female offenders is generally the same?

No 66 72.5
Yes 25 27.5
Total 91 100

Do you feel more comfortable decreasing the supervision level of a male or a female offender?
Female 7 8.4
Male 2 2.2
No Difference 74 89.2
Total 83 100

On average, which factors (risk or need) most affect the way you supervise offenders?
Risk 64 79
Need 17 21
Total 81 100
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Next, respondents were asked if they feel more comfortable decreasing the supervision 
level of a male offender or a female offender, assuming that relevant factors such as offense 
history and current offense are the same. An overwhelming majority of respondents (89.2%) 
reported that gender does not play a role in the decision to increase or decrease an offender’s 
supervision level as long as all other factors are identical (Table 2). 

When asked which factors, risk or need, most affect the way they supervise offenders, most 
respondents (79%) reported that risk factors have the largest influence on supervision (Table 
2). Respondents were provided with space to explain their answer to this question, and some 
officers were able to shed additional light on these findings. According to one officer, “the de-
partment has deemed [that] offenders will be supervised first based on risk and then the only 
needs addressed are employment.” Another respondent stated, “our system does not take the 
‘needs’ into account, which is why there is such a high violation rate. Often needs outweigh the 
risk, but we supervise based on risk only.” 

A differential risk index comprised of three Likert scale questionnaire items provided the 
next measure of differential risk. Respondents were asked how strongly they agreed or dis-
agreed with the following statements: 1) female offenders are more likely than male offend-
ers to successfully complete their term of supervision; 2) male offenders are more likely than 
female offenders to incur a technical violation of supervision; and 3) male offenders are more 
likely than female offenders to violate their term of supervision with a new arrest. To determine 
whether the items could be combined to form an index, a reliability analysis was run, and results 
revealed an alpha coefficient of .69, which is above the acceptable cut-off point of .60 (Gron-
lund, 1981). As shown in Table 3 (below), 31% of respondents agreed somewhat, and 4.6% 
agreed strongly with the statement that female offenders are more likely than male offenders to 
successfully complete supervision, and there was a high level of agreement among respondents 
when asked about new arrest violations, with 50.6% of respondents agreeing somewhat and 
12.6% agreeing strongly with that statement. 

Table 3. Differential Risk Descriptive Statistics

Disagree 
Strongly

Disagree 
Somewhat Uncertain Agree 

Somewhat
Agree 

Strongly
Female offenders are more likely 
than male offenders to successfully 
complete their term of supervision.

6.9% 16.1% 41.4% 31.0% 4.6%

Male offenders are more likely than 
female offenders to incur a technical 
violation of supervision.

8.2% 25.9% 29.4% 34.1% 2.4%

Male offenders are more likely than 
female offenders to violate their term 
of supervision with a new arrest.

2.3% 13.8% 20.7% 50.6% 12.6%
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Table 4. Differential Need Descriptive Statistics 
Disagree 
Strongly

Disagree 
Somewhat Uncertain Agree 

Somewhat
Agree 

Strongly
Compared to male offenders, female of-
fenders are more likely to require some 
form of substance abuse treatment

14.6% 37.1% 31.5% 13.5% 3.4%

Compared to male offenders, female of-
fenders are more likely to require some 
form of parenting treatment.

11.5% 19.5% 19.5% 35.6% 13.8%

Compared to male offenders, female of-
fenders are more likely to require some 
form of mental health treatment.

13.8% 21.8% 36.8% 21.8% 5.7%

I am more likely to refer a male offender 
for vocational programming than a fe-
male offender.

31.0% 27.6% 24.1% 14.9% 2.3%

I have more knowledge about female of-
fenders’ personal/family relationships than 
male offenders’ personal relationships.

11.6% 24.4% 23.3% 36.0% 4.7%

Perceptions of Differential Need
To measure differential need, respondents were first asked if they believe that the needs 

posed by male and female offenders are generally the same. The distribution was almost 
equally divided, with 50.5% reporting that they do not believe the needs are the same and 
49.5% responding that the needs of male and female offenders are the same. This finding was 
somewhat unexpected given that previous research in this area, albeit limited, has noted that 
most officers believe that female offenders present different needs than their male counter-
parts (Seng & Lurigio, 2005). 

A differential need index comprised of a series of Likert scale questionnaire items dealing 
with issues salient for female offenders provided another measure of differential need. Re-
spondents were asked to rate their level of agreement with the items on a five-point scale. The 
following items were included on the survey: 1) Compared to male offenders, female offend-
ers are more likely to require some form of substance abuse treatment. 2) Compared to male 
offenders, female offenders are more likely to require some form of parenting treatment. 3) 
Compared to male offenders, female offenders are more likely to require some form of mental 
health treatment. 4) I am more likely to refer a male offender for vocational programming than 
a female offender. 5) I have more knowledge about female offenders’ personal/family relation-
ships than male offenders’ personal relationships (α for this index equals .685). As shown in 
Table 4 (below), respondents tended to disagree with the statements. The exception to this, 
however, is the item pertaining to parenting treatment, with 49.4% of respondents agreeing 
somewhat or agreeing strongly with the statement. 
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Supervision Difficulty
To measure supervision difficulty, officers were first asked how challenging female of-

fenders were to supervise compared to male offenders.3 The provided responses ranged from 1 
(Fe/males are much less challenging) to 5 (Fe/males are much more challenging). Table 5 (be-
low) reports the descriptive statistics and bivariate analysis for supervision difficulty. Officers 
reported that female offenders are slightly more challenging to supervise, compared to male 
offenders (μ=3.24 for females and μ= 2.97 for males). However, bivariate analysis revealed no 
statistically significant relationship between gender and supervision difficulty on this item. 

Table 5. Supervision Difficulty Descriptive Statistics and Bivariate Correla-
tion

Female Survey Male Survey
Mean SD N Mean SD N r sig. 

Overall difficulty 3.24 1.01933 41 2.97 1.07771 38 -0.140 .109 
Communication 2.32 .93443 44 3.52 1.04153 42 0.543 .000**
Emotional expression of 
problems/needs 3.14 1.32228 44 2.86 1.27970 42 -0.112 .153

Lying 3.12 .54377 43 3.29 .74980 41 0.155 .080
Manipulation 3.12 .74980 41 3.07 1.17026 41 -0.060 .296
Possessing Loose Morals 2.83 .44173 41 3.07 .72077 41 0.166 .069
Complexity of needs 3.58 .76322 43 2.57 .85946 42 -0.548 .000**
Verbal Expressions of 
aggression 2.54 .73513 43 3.71 .91826 42 0.584 .000**

Physical Expression of 
aggression 2.25 .78132 44 3.93 .97262 42 0.709 .000**

**Correlation is significant at the 0.01 level (1-tailed)

3. This question was paired by gender, and the male version of the survey asked respondents: Based on 
your experiences, how challenging, compared to female offenders, is supervising male offenders?

Officers who reported that offenders were much less or much more challenging to su-
pervise were asked to explain their answer. The majority of the open-ended responses to this 
question (n = 12) came from officers who believed that females are more difficult to supervise, 
compared to males. The following are a few explanations from officers: 

•	 They [females] “try to use their children to manipulate, and they cry much more than 
males.” 

•	 “Females tend to be more emotional, make snap decisions, and family matters often 
interfere with good decision making.” 

•	 “Male offenders don’t arrive on supervision with ‘emotional baggage’ like female 
offenders.” 
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A few respondents did indicate that females were much less challenging to supervise than 
their male counterparts. For example, one officer stated, “females in my opinion are less of a 
threat physically. Females generally have much less violent charges or histories than males.” 
Finally, one officer expressed an ambivalence in responding stating that “overall, many women 
are more apt to cooperate and not confront officers, but as a male officer in the field the issue 
of sexuality makes some females more challenging.”

The next measure of supervision difficulty took the form of an index in which respondents 
were asked how difficult offenders were to supervise in specific dimensions of supervision (α 
= .653). Differences in the level of supervision difficulty were noted in several areas. Respon-
dents reported that male offenders are more challenging to supervise than female offenders in 
the areas of communication (μ = 3.52 for males and μ = 2.32 for females), verbal expressions of 
aggression (μ =3.71 for males and μ =2.54 for females), and physical expression of aggression 
(μ =3.93 for males and 2.25 for females). Conversely, respondents reported that female offend-
ers are more difficult to supervise than male offenders due to the complexity of their needs (μ 
= 3.58 for females and μ = 2.57 for males).

As shown in Table 5, bivariate analysis revealed a relationship between gender of the of-
fender and perceived supervision difficulty in the areas of communication (p <.0001), verbal ex-
pressions of aggression (p <.0001), physical expressions of aggression (p <.0001), and complex-
ity of needs (p <.0001). Results from an independent samples t-test (see Table 6, below) revealed 
significant differences in the perceived level of supervision difficulty between male and female 
offenders in the aforementioned areas, as well as the possessing loose morals item (p =.034). 

Table 6. Supervision Difficulty Independent Samples T-Test

t df Sig. (2-tailed) Mean Difference
Overall difficulty 1.145 77 .128 .27022
Communication -5.656 84 .000 -1.20563
Emotional expression of problems/
needs .994 84 .162 .27922

Lying -1.239 82 .110 -.17640
Manipulation .206 82 .419 .04311
Possessing Loose Morals -1.847 80 .034 -.24390
Complexity of needs 5.732 83 .000 1.00997
Verbal Expressions of aggression -6.545 83 .000 -1.17940
Physical Expression of aggression -8.843 84 .000 -1.67857

In summary, respondents reported that there are differences in the level of supervision 
difficulty for male and female offenders, though the findings run contrary to the proposed 
expectation and previous research in this area (see for example Seng & Lurigio, 2005). Re-
spondents revealed that male offenders pose more challenges than their female counterparts. 
Communication was defined as the willingness to share details of their personal life, and re-
spondents reported that male offenders are more difficult in this area. This difficulty seems to 
arise because male offenders do not share such details and are generally reluctant to commu-
nicate with their officers. As one officer stated in a conversation following survey completion, 
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“Male offenders do not tell us that they are having a problem until it is too late.” This finding 
was unanticipated because previous research has found that correctional workers in the ju-
venile setting find males to be more open and straightforward than females (Baines & Adler, 
1996). Unexpected findings also occurred when respondents were asked how challenging 
female offenders were to supervise in the area of manipulation. On the surface, it appears that 
respondents believe that there are no differences between male and female offenders in this 
area; however, previous research indicates that correctional staff generally perceive females 
to be more manipulative than their male counterparts (Bains & Adler, 1996; Bond-Maupin, 
Maupin, & Leisenring, 2002; Gaarder, Rodrigueaz, & Zatz, 2004).

Discussion/Conclusion

It was hypothesized that community corrections officers would perceive female offenders 
as posing less risk than male offenders, and the results support that assumption. Many officers 
(41.4%) were uncertain when asked whether female offenders were more likely to successfully 
complete their term of supervision compared to male offenders. However, when asked about 
violations of supervision that involved new arrests, the majority of officers (63.2%) believed 
that male offenders were more likely than female offenders to incur that type of violation. Dif-
ferential need was also examined, and some needs are considered more important for female 
offenders, compared to male offenders. For example, when asked whether female offenders 
are more likely than male offenders to require some form of parenting treatment, almost half 
(49.4%) of the respondents agreed that females present more need in this area. Results also in-
dicate that men present difficulties for their officers due to a lack of communication and a pro-
pensity for violence, both verbal and physical. Women present difficulties for officers as well, 
but mainly due to their complex needs. These differences could signal that a gender-responsive 
approach to supervision might be warranted. 

A gender responsive approach in corrections involves recognition that there are differences 
between male and female offenders, both in their pathways to criminality and in the needs 
presented by each group (Berman, 2005; Bloom, Owen, & Covington, 2003). Additionally, the 
gender responsive approach to supervision involves providing services to female offenders to 
best address their often complex needs (Berman, 2005). 

A gender responsive approach to the supervision of female offenders in the community 
could manifest with specialized caseloads for female offenders. Given the resource limitations 
of most community corrections departments, providing specialized training to a handful of of-
ficers charged with the supervision of female offenders may prove to be a more viable option 
than providing training for all officers. These caseloads would resemble specialized caseloads 
that are common in felony state probation for drug offenders and sex offenders. With special-
ized caseloads, only officers with gender responsive training would supervise female offenders. 
These caseloads would aid in effective supervision and treatment of female offenders in the 
community, while still making the most efficient use of departmental resources. Some states 
have begun to implement these types of caseloads, and the results seem favorable. The Mis-
souri Department of Corrections reports that recidivism rates for female offenders on gender 
specific parole caseloads are less than 10% (Berman, 2005).

This research represents a starting point in an important area of research and serves as a 
foundation for future investigations into how gender shapes the supervision of offenders in the 
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community. There is still much that we do not know about the supervision of female offenders 
in the community. As such, further research is needed to explore how gender shapes the process 
of classification, as well as how the difficulties involved in the supervision of both men and 
women shape the supervision experience of offenders in the community. 
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BOOK REVIEW

Gage, Beverly. (2009). The Day Wall Street Exploded: A Story of America In Its First 
Age of Terrorism. New York: Oxford University Press. 

Willard M. Oliver, Sam Houston State University

On September 16, 1920, a horse drawn wagon pulled up alongside the Morgan Bank and 
the Federal assay office on Wall Street. Unobtrusively, it stopped and the passersby paid little 
attention. At approximately twelve noon the wagon, having been loaded with dynamite, ex-
ploded, sending shrapnel flying through the windows of the bank and assay office and hurling 
the mangled corpse of the horse into the middle of the street. When the smoke cleared and the 
flying debris settled, 38 innocent bystanders were killed and hundreds of people were wounded 
and bleeding. It was, up to that time, the worst terrorist act in the nation’s history. Not since 
the Haymarket bomb had there been so much destruction from such an act, and not until the 
Oklahoma City bombing would America experience another such large scale calamity. Thus 
opens Beverly Gage’s new book, The Day Wall Street Exploded.

Gage, a Yale University historian, describes in the opening chapter the actual bombing on 
Wall Street that took place on September 16, 1920. She begins with the activities of J. P. Mor-
gan and his bank that morning and builds the story of both these icons of Wall Street (Morgan 
and his bank) throughout the opening chapter. In Chapter 2, Gage vividly details the bomb, a 
crude device consisting of dynamite tied to iron sash weights so that when detonated it would 
create very deadly shrapnel, which it did. When it exploded at lunch time, the shrapnel tore the 
fingers, hands, feet, and legs off many of the bystanders and passersby. Some were beheaded, 
while others eviscerated, their entrails spilling onto the ground. The force of the explosion 
caused windows all along Wall Street to blow inward, into the buildings where people were 
going about their business one minute then lying shredded and bleeding from the flying shards 
of glass the next minute. People panicked, horses drawing carts panicked, and what ensued was 
sheer pandemonium that caused yet more injury. 

Gage’s juxtaposition between the opening two chapters—the first depicting the hard work-
ing office of J. P. Morgan’s bank, the second the chaos, death, and destruction caused by the 
bombing—shocks and engages the reader. If for nothing else, the first 37 pages is a fascinating 
story and worth the price of the book. But Gage goes far beyond the events of September 16, 
1920, to provide a social, economic, and political history that not only establishes the causes 
of the Wall Street bombing, but what happened in the aftermath and during the investigation of 
this most heinous crime. And it is there that the story becomes even more interesting, for Gage 
leads us through the investigations into the crime, chasing leads, running up against competing 
bureaucratic interests and politics, without ever forcing a specific and directed explanation for 
“whodunit” in regard to this homicide writ large. Perhaps that is why Gage’s book is even more 
of an engaging read: one cannot help but want to solve this crime from the armchair in which 
they read. 

Initially there were many who believed that the explosion was simply an accident. They 
thought the wagon was from a local construction site, that it had been loaded with supplies, 
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dynamite and iron weights, and perhaps the nitroglycerin had grown unstable and the rough 
paved street triggered the explosion. It did not take long, however, to rule out the explosion as 
an accident. Evidence recovered suggested it was in fact a crime. Finding out who was respon-
sible, however, became far more difficult than ruling the explosion no accident. 

The first suspects were the labor unions. There had been more than 37,000 labor strikes 
in the United States between 1881 and 1905 alone, and many of these had turned violent and 
bloody. Wall Street was the perfect representation of the “evils of capitalism” and, therefore, 
the perfect target for disgruntled members of the Unions. In particularly, it was well known that 
the 1886 Haymarket Bombing in Chicago, Illinois, had been committed by union radicals, so 
why not the Wall Street bombing? At the time of the Wall Street Bombing, it was only a few 
years earlier that William D. “Big Bill” Haywood, head of the Industrial Workers of the World 
(“Wobblies”) Union, had been convicted of federal charges of espionage for ordering strikes 
during war time (WWI). Relations between big business, namely those represented on Wall 
Street, and the labor unions was poor, and tensions continued to run high. Labor unions, how-
ever, were not commonly known to resort to such extreme measures, and so it was extremists 
that many investigators would begin to pursue.

If the perpetrators of the Wall Street bombing were not union members, they were probably 
from a closely related group—the anarchists. While many anarchists found themselves join-
ing labor unions or becoming members of the Socialist party under the likes of Eugene Debs, 
many of these individuals became radicalized and saw violence as the only way to overthrow 
an establishment wholly rooted in capitalism. One only had to look back 20 years to the assas-
sination of President McKinley to see that, on occasion, anarchists like Leon Czolgosz, could 
rise to extreme measures in order to attempt changing the entire structure of American institu-
tions. Yet, the actions of anarchists in America were usually related more to talk than action, 
and only a handful of such large scale or high profile crimes could be attributed to them. Thus, 
investigators began to look elsewhere.

At the time of the Wall Street bombing, America’s soldiers had just recently come home 
from World War I, and the Bolsheviks Revolution had brought Lenin to power. Less isolation-
ist, America was growing concerned with international events, and the Communist activities 
in Russia would lead to the first “Red Scare” of 1919 to 1920. When a bomb had exploded the 
year before at the home of Woodrow Wilson’s Attorney General, A. Mitchell Palmer, Palmer 
ordered a series of raids conducted by federal agents. Commonly referred to as the “Palmer 
Raids,” these would eventually round up approximately 10,000 individuals—the largest mass 
arrest in American history. The most common means of dealing with these suspected commu-
nists and radicals was deportation hearings. Although most of those arrested were ultimately 
released, information was collected on each of the individuals, and approximately 550 were 
actually deported back to their country of origin. The bombings, however, continued for an-
other decade, many of them perpetrated by the Galleanists, followers of a radical Italian, Luigi 
Galleani. Needless to say, the Galleanists were prime suspects in the Wall Street Bombing. 

The Galleanists, were already highly radicalized, and their leader was a self-avowed anar-
chist. Not only was retribution a motive for the Palmer Raids, but it was also believed that the 
Wall Street Bombing may have been retaliation for the indictments of Sacco and Vanzetti, two 
Italian immigrants living in Massachusetts who were accused of robbing a payroll delivery and 
killing a security guard. Further suspicion fell on this group because one of the Galleanistas, 
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Mario Buda (alias Mike Boda), was an associate of Sacco and Vanzetti and was known as an 
expert in the use of dynamite. It was determined that Buda was in New York City at the time of 
the bombing, but returned home to Italy shortly thereafter and never returned.

The Bureau of Investigation, later named the Federal Bureau of Investigation, pursued 
these types of leads but continued to come up short. Its ineptitude, however, in bringing the 
suspects to justice would ultimately lead to changes in the leadership of the F.B.I. William J. 
Burns of the Burns Detective Agency and a former Secret Service agent was brought into the 
Bureau of Investigation as its next director to assist in the pursuit of the Wall Street Bombers. 
He too would see his reputation damaged by his inability to bring the bombers to justice, but 
it was his involvement in the Teapot Dome Scandal that would ultimately lead to his downfall 
as director, followed by his replacement with J. Edgar Hoover. Attorney General Palmer also 
found himself criticized for his ineptitude and, even worse, vilified for the excessive roundup 
of American immigrants. Once a possible contender for the White House, he would leave office 
in 1921, a politically broken man. 

A bevy of powerful leaders was heavily damaged by their inability to find the perpetrators 
of the Wall Street Bombing. Although Gage never claims to know who did it, she offers up 
some compelling arguments for several key suspects. Interestingly, however, she does present 
an adequate description as to why the suspects were never caught. The federal agents, engaged 
in such a heavy-handed round up of suspected communists, socialists, and anarchists with the 
Palmer raids most likely either deported or drove the suspect(s) into hiding, if not back to Eu-
rope. The same could most likely be said for witnesses to the crime as well. Although a number 
of trips were made to Europe and Russia by investigators throughout the 1920s, the case be-
came inactive in the 1940s and remains unsolved to this day.

The Day Wall Street Exploded is a book that delivers far more than it promises. While the 
details and the investigation of the crime provide the background to the book, Beverly Gage 
takes the reader on a journey through an era of immigration, labor strikes, Communist scares, 
anti-capitalist sentiments, violations of civil liberties, class conflict, bombings, and other acts 
of violence. Along the way we meet a number of central figures in criminal justice history: A. 
Mitchell Palmer, William J. Burns, Harry M. Daugherty, and J. Edgar Hoover. And although we 
never learn who orchestrated and carried out the bombing, we are given a line-up of possible 
suspects and the evidence to support their possible role. All of this makes for an engaging read 
and one that brings the Wall Street Bombing into the context of its time. 
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BOOK REVIEW

Ferguson, C. (2009). Violent Crime: Clinical and Social Implications. Thousand 
Oaks, CA: Sage Publications, Inc.

Lucia E. Juarez, Texas A&M International University	

Relevant research on violent crime has generally provided one-sided explanations such as 
scientific or socially oriented research, yet the text Violent Crime: Clinical and Social Implica-
tions successfully offers a battleground for scholars of different fields to explain the varying 
and complex influences of violent crime. The scholars contributing to this reader derive expla-
nations and interpretations of violent crime from their own prospective disciplines and prior 
research. The book is divided into 16 well-structured chapters with a nicely framed introduc-
tion by the editor Dr. Christopher J. Ferguson. The 16 chapters are further divided into three 
parts: “Part I-Causes of Crime,” “Part II-The Offenders,” and “Part III-Victims, Prevention, 
and Treatment.” 

Part I, which consists of the first six chapters, analyzes, evaluates and explains the pos-
sible causes of violent tendencies/crime. Chapter 1 serves as an introduction to violent crime 
and helps prepare the reader for relevant content in the upcoming chapters. Chapter 2 offers 
readers a detailed look at the available theories which help explain violent behaviors. Authors 
draw from family and social influences to determine future criminality. Chapter 3 offers insight 
into a very controversial topic—that of Media Violence (as seen in video games and television) 
and its influence on teenagers and adults. This chapter is truly entertaining, and thanks to the 
extensive analysis, results reveal that the media is not entirely at fault for aggressive behaviors. 
The use of real-life case studies/scenarios in these chapters facilitates comprehension of the 
material presented. Chapters 4 through 6 introduce readers to new terminology and provide 
an explanation of relevant theories. Chapters 4 through 6 also cover the scientific reasoning 
underlying the theories available as explanation for violent criminal acts/tendencies.

Part II, The Offender, is composed of eight chapters, and this section delivers exceptional 
information that is currently not available in other works. If readers are looking for information 
or scholarly work on the characteristics of offenders, this chapter provides a detailed analysis. 
Chapter 7 examines violence among youths. Authors zoom in on school, gangs, dating, and 
sexual violence, which are all usually common with this particular age group. Much more 
interesting is the discussion on preventive strategies employed by schools, communities, and 
parents aimed at each of these types of violence. Chapters 8 through 10 touch the on much 
more sensitive issues of elderly, female, and child abuse. Chapter 8 precisely details the fre-
quency of elderly abuse, points out the abusers, and identifies the most vulnerable victims. It 
also outlines the legal statutes that protect the elderly against abuse. Chapter 9 covers domestic 
violence and its victims. Domestic violence is universally associated with women; however, 
men can also experience violent acts from female partners. This chapter provides readers with 
a deeper understanding of domestic violence, as it provides the reader with a list of the different 
types of domestic violence, such as sexual violence, financial abuse, and stalking. This chapter 
also discusses applicable theories that help clarify the basis for violence. Lastly, it contains 
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overviews of available programs/strategies that aid in eradicating the propensity of domestic 
violence. Chapter 10 effectively informs readers of the common factors which tend to lead to 
physical child abuse, and, like the two prior chapters, it too discusses prevention strategies. In 
Chapter 11, characteristics of sex offenders are listed and examined (such as their psychologi-
cal background). This chapter also lists a number of appropriate theories which can be applied 
to sex offenders to help explain their sexual transgressions with children or other individuals. 
Chapter 12 deals with hate crime trends in America and, most importantly, answers the causes 
of hate crime violence. Chapter 13 and 14 discuss murder; however, Chapter 13 generously 
offers appropriate definitions of murder, manslaughter, and homicide. Chapter 14 deals with 
the issue of serial murderers. Particularly, this chapter keeps the reader wanting to know more 
about what motivates an “average-Joe” to kill. Additionally, this chapter offers insight into the 
practice/process of offender profiling which helps investigators link several offenses to one 
particular offender.

Part III, Victims, Prevention, and Treatment, contains the last two chapters of the text. In 
Chapter 15, the reader examines the propensity and vulnerability of victims and discusses the 
two main measures in the United States for gathering crime statistics and data. One can learn, 
for example, that a life can be altered tremendously through criminal victimization because the 
victim suffers not only physical and emotional damage but also a financial burden. Chapter 
16 is the last chapter, and it certainly gives hope for rehabilitating at-risk youth. This chapter 
discusses that not all treatments will effectively work; instead youths must be evaluated and 
matched with a treatment that better suits their needs. As the authors point out, these interven-
tion programs should not be limited to youth; adults too can participate. Through therapy and 
much needed guidance, these individuals can successfully avoid a criminal lifestyle. 

Overall, Violent Crime: Clinical and Social Implications is a superb textbook that leaves 
readers with a wealth of well-constructed and rational arguments. After reading the various 
research-based arguments by field-work professionals, it is certainly difficult to disagree with 
their findings. This book is great for a graduate-oriented course on violent crime and/or one 
particularly directed at offender profiling. 


